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Abstract - Course scheduling problems is the most routine problems faced by academic institutions in every new semester. Scheduling is done by taking into resources such as students, lecturers, courses, and rooms whose purpose is to avoid conflicts by satisfying various preferential constraints. The presence of the various resources leads to difficulty in generating a schedule in a limited period. Room is assumed as zoom meeting accounts so that they are not limited by capacity. Graph coloring is one decent method to deal with a timetable scheduling problem. In this work, graph vertex coloring is applied for generating the schedule from the given data of Undergraduate Study Program of Mathematics, Universitas Padjadjaran. The scheduling problem is divided into a common case and a special case which has additional constraints on the special case. The scheduling problem is solved by the combination and modification of Bania-Duarah and Greedy algorithm. The workflow is initiated by constructing a graph and its matrix adjacency then the workflow completed by Greedy algorithm on the coloring phase. The main results from this work are a modified Python program for scheduling problems and the schedule of both cases. This work provides an alternative solution to the scheduling problem by using the concept of graph theory applying graph coloring for similar cases.
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I. INTRODUCTION

Timetable scheduling concerns every educational institution. The particular instance we are dealing with here is the university course timetabling problem. In every semester, universities need to make a schedule for teaching and learning activities. The presence of various constraints such as a large number of students, number of courses held, and limited period of time, resulting the possibility of colliding course and difficult to schedule without any conflict. If the schedule is generated manually, it will take a lot of time and energy which leads to inefficiency. Scheduling theory problems usually give a large interval of NP-hard combinatorial optimization problems being widely used ([1]). Therefore, an appropriate method is needed to work on scheduling more efficient.

Many research conducted in solving scheduling problems. Several variety techniques are developed and used such as graph theory algorithms ([2]). Genetic Algorithm and its development ([3]), Particle Swarm Optimization ([4]), Ant Colony Optimization ([5,6]), Firefly Algorithm ([7]), Bat Algorithm ([8]), Cuckoo Search ([9]), Tabu Search Algorithm ([10]), a hybrid whale optimization algorithm ([11]) and more. In specific, the optimal partitioning of mutually exclusive events, usually can be solved by of graph coloring, such as in course or examination timetable scheduling ([12,13]).

Graph Coloring is a method of assigning color to certain graph elements by meeting certain constraints. Thus, the optimal solution to a problem such as scheduling can be found by determining the minimal color (chromatic number) of the corresponding graph ([14]). This work examines the determination of the minimum color in the related graph. Thus, in this research, the scheduling problem is solved using two methods by coloring the graph vertices. The methods namely the Bania-Duarah Algorithm ([15]) and the Greedy Algorithm, where the two algorithms have different processing steps. The Bania-Duarah Algorithm starts by forming a graph and an adjacency matrix. Secondly, assigning the color. Greedy Algorithm starts by considering the vertices of the graph as a sequence and filling each vertex with the first available color. The two algorithms were chosen to be modified using the Python programming language and the final results obtained are chromatic numbers and class schedules. Before going into further discussion, some of the materials used in this study will be discussed.

II. GRAPH, COLORING, AND TIMETABLE PROBLEM

Solving timetabling problems through the application of modern technology has a long and varied history. In 1967, Welsh and Powell ([16]) illustrated the relationship between timetabling and graph coloring, and developed a new general graph coloring algorithm to solve the minimum coloring problem more efficiently. In 1994, university timetabling system based on
graph coloring and constraint manipulation is introduced by [17]. In 2008, Malkawi et al [18] proposed an algorithm to solve exam time table schedule problem which consists two major steps. The first step, generate an undirected graph and a weight matrix, and the last step assign the color to different vertices of that undirected graph. In 2018, Bania and Duarah improved algorithm from [18] by adding sorting color value using standard merge sort algorithm to reduce computation time in designing the exam timetable.

In the following section we will studied some theoretical background of Graph, Graph Coloring and timetable problem and solutions. The further studied can be refer to [19-25].

A. Graph and Graph Coloring ([26])
A graph $G$ consists of a set of objects $V = \{v_1, v_2, v_3, \ldots\}$ called vertices (also called points or nodes) and other set $E = \{e_1, e_2, e_3, \ldots\}$ whose elements are called edges (also called lines or arcs). The set $V(G)$ is called the vertex set of $G$ and $E(G)$ is the edge set. Usually, the graph is denoted as $G = (V,E)$.

Minimum number of colors that you require to assign colors to graph $G$ with $n$ vertices such that no two adjacent vertices have the same color is called coloring problem.

Chromatic number of a graph is the smallest number of colors with which the graph can be properly colored. The chromatic number of a graph $G$ is usually denoted by $\chi(G)$ ([26]).

B. Timetable Problem and Solution’s Algorithms
A timetable is a placement of a set of meetings in time. A meeting is a combination of resources (e.g. rooms, people, and items of equipment), some of which may be specified by the problem, and some of which must be allocated as part of the solution ([18]).

Greedy Algorithm arranges the existing vertices with certain rules $v_1$, ..., $v_n$ and fills $v_i$ with available colors that are not used by all neighbors $v_j$, between $v_1$, ..., $v_{i-1}$. If needed, a new color can be added to the vertices being read.

Bania and Duarah Algorithm is an algorithm to find optimal solution of timetabling problem at university level. The algorithm consists of two phases, the first phase is graph forming and the second phase is graph coloring.

III. METHODOLOGY
A simple graph model is made for the problem of courses scheduling in Undergraduate Study Program of Mathematics, Universitas Padjadjaran. Let $G$ be the graph for this scheduling problem. The vertices in graph $G$ represent the courses and the edges represent the relationship between two vertices, for example a student takes two different courses and a lecturer teach two different courses. Two vertices can have a color if they are not neighbors. Two vertices that are not adjacent can be scheduled in the same time slot. Room is assumed to be a zoom account which is not limited by capacity.

There are several data that need to be input:
1. Courses for each semester.
2. Courses Type, compulsory courses and elective courses.
3. Lecturer’s code.
4. Available slot time for each day and hour.

The purpose of this work is to find the minimum color of the course graph (chromatic number) by using modified Bania-Duarah algorithm ([14]) and Greedy algorithm. Then look for the most optimal schedule where all schedules can be held without any conflict.

A. Modified Algorithm
Based on Bania-Duara algorithm there are several phases to be done to obtain a proper schedule. Firstly, generate the course graph and the course matrix. Secondly, do the color assignment using Greedy Algorithm. Lastly, generate the schedule by sorting the subjects based on the assigned color value.

The data is input, then it is represented to the form of a graph using Python software by performing the first phase, the steps are as follows:

**Step 1:** Create an empty graph $G$

**Step 2:** Take the vertex $V_i$ and find the adjacency to the vertex $V_j$ to form an edge between them, which $V$ represents the course

**Step 3:** To determine the adjacency of $V_i$, perform a searching base on the specified constraints

**Step 3.1:** If the constraint is met then add edges on $V_i$ and $V_j$

**Step 3.2:** If the constraint is not met then edges are not added to $V_i$ and $V_j$

**Step 4:** Repeat steps 2 and 3 so that all pairs of courses have been searched for neighbors.

After the graph is formed, form the adjacency matrix table with the following steps:
Step 1: create an empty two-dimensional array \( n \times n \) course_matrix[\( n \)]\([n]\).
Step 2: To determine the value of the adjacency matrix of \( V_i \), perform a searching in all the vertices present.
Step 2.1: If vertices \( V_i \) are adjacent to \( V_j \), assign course_matrix[\( i \)]\([j]\) = 1
Step 2.2: If vertices \( V_i \) are not adjacent to \( V_j \) assign course_matrix[\( i \)]\([j]\) = 0
Step 3: Repeat the step 2 until all the pairs of courses have a value of ‘0’ or ‘1’

Based on the course matrix the algorithm will detect colliding courses and then color the vertices which represent the courses. Two courses are said to collide with each other if they are adjacent. Adjacent courses cannot be colored with the same color. Vertex coloring with Greedy algorithm is performed based on the following steps:
Step 1: Form an empty array \( g[n] \) where \( n \) is the number of classes to be held. Perform a searching on course_matrix[\( i \)]\([j]\) to list the neighbors of each vertex.
Step 2: Form an empty array result[\( n \)] and assign the value of array result[\( n \)] to ‘-1’. Array is used to store colors for each vertex.
Step 3: Assign a value of ‘0’ to the result[0] array which means that the first vertex color is ‘0’.
Step 4: Form an array available[\( n \)] and assign the array value available[\( n \)] with ‘False’, array is used to give the color availability status.
Step 5: For coloring the vertex, perform a search based on an array of \( g[n] \) with due attention to the color of the neighboring vertex and the availability of colors
Step 6: Repeat step 5 until all courses have a color.

After each course has its own color, courses with the same color can be scheduled at the same time slot. To schedule courses that have the same color into the same time slot can be performed with the following steps:
Step 1: Form an empty two-dimensional array \( p \times q \) data[\( p \)]\([q]\), where \( p \) is the number of time slots and \( q \) is the number of rooms
Step 2: Form an empty array used, the array is used for select the same color courses.
Step 3: To place a vertex in a time slot, run a search on \( V_i \) by color \( C_k \)
Step 3.1: If \( V_j \) is \( C_k \), then \( V_i \) is placed in time slot \( k \) and used array is filled with \( V_j \)
Step 3.2: If \( V_j \) is not colored \( C_k \), the search continues until it finds \( V_i \) which is color \( C_k \)
Step 4: Repeat step 3 until all vertices fill the data array

Modified Algorithm is completed and the results of scheduling is the number of courses in each time slot and rooms that must be provided.

B. Case Study
In Undergraduate Study Program of Mathematics, Universitas Padjadjaran the courses held every semester are 29 courses. There are 46 classes with every compulsory course divided into two classes, class A and class B. The following is given lecture data in Table 1 and data time slot in Table 2.

<table>
<thead>
<tr>
<th>Semester</th>
<th>Class</th>
<th>Courses</th>
<th>Lecturer 1/ Lecturer 2</th>
<th>Semester</th>
<th>Class</th>
<th>Courses</th>
<th>Lecturer 1/ Lecturer 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>A</td>
<td>Mathematical Logic</td>
<td>12</td>
<td>4</td>
<td>B</td>
<td>Mathematical Statistics</td>
<td>18</td>
</tr>
<tr>
<td>2</td>
<td>B</td>
<td>Mathematical Logic</td>
<td>9</td>
<td>4</td>
<td>A</td>
<td>Special Functions</td>
<td>17/22</td>
</tr>
<tr>
<td>2</td>
<td>A</td>
<td>Geometry</td>
<td>25</td>
<td>4</td>
<td>B</td>
<td>Special Functions</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>B</td>
<td>Geometry</td>
<td>26</td>
<td>4</td>
<td>A</td>
<td>Complex Functions</td>
<td>23</td>
</tr>
<tr>
<td>2</td>
<td>A</td>
<td>Calculus 2</td>
<td>7/18</td>
<td>4</td>
<td>B</td>
<td>Complex Functions</td>
<td>7/25</td>
</tr>
<tr>
<td>2</td>
<td>B</td>
<td>Calculus 2</td>
<td>15</td>
<td>6</td>
<td>A</td>
<td>Real Analysis 2</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>A</td>
<td>Statistics Methods</td>
<td>28</td>
<td>6</td>
<td>B</td>
<td>Real Analysis 2</td>
<td>12</td>
</tr>
<tr>
<td>2</td>
<td>B</td>
<td>Statistics Methods</td>
<td>29</td>
<td>6</td>
<td>A</td>
<td>Combinatorial Analysis</td>
<td>14</td>
</tr>
<tr>
<td>2</td>
<td>A</td>
<td>Algorithms and Programming</td>
<td>30</td>
<td>6</td>
<td>B</td>
<td>Combinatorial Analysis</td>
<td>27</td>
</tr>
</tbody>
</table>
In generating the schedule there are several constraints which are divided into 2 cases. The simple case subjected to the following constraints.
1. Compulsory courses in each semester in the same class, namely class A or class B.
2. Compulsory and elective courses in semester 6th.
3. Some lecturers who teaches 2 to 3 courses.

The special case subjected to the following additional constraints.
1. The 6th semester students take 4th semester course, namely Algebra Structure
2. The 4th semester students take 6th semester course, namely Entrepreneurship.

<table>
<thead>
<tr>
<th>Semester</th>
<th>Class</th>
<th>Courses</th>
<th>Lecturer 1/ Lecturer 2</th>
<th>Semester</th>
<th>Class</th>
<th>Courses</th>
<th>Lecturer 1/ Lecturer 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>B</td>
<td>Algorithms and Programming 30</td>
<td>6 A</td>
<td>6</td>
<td>A</td>
<td>Entrepreneurship 19</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>A</td>
<td>Operation Research Introduction 2</td>
<td>6 B</td>
<td>6</td>
<td>B</td>
<td>Entrepreneurship 26</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>B</td>
<td>Operation Research Introduction 8/ 34</td>
<td>6 A</td>
<td>6</td>
<td>A</td>
<td>Research Methods 20</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>A</td>
<td>Discrete Mathematics 5/ 27</td>
<td>6 B</td>
<td>6</td>
<td>B</td>
<td>Research Methods 2</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>B</td>
<td>Discrete Mathematics 15</td>
<td>6 A</td>
<td>6</td>
<td>A</td>
<td>Mathematical Population 1/20</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>A</td>
<td>Forecasting Methods 8</td>
<td>6 A</td>
<td>6</td>
<td>A</td>
<td>Simulations and Models 2</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>B</td>
<td>Forecasting Methods 24</td>
<td>6 A</td>
<td>6</td>
<td>A</td>
<td>Nonlinear Programming 21</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>A</td>
<td>Database 31</td>
<td>6 A</td>
<td>6</td>
<td>A</td>
<td>Difference Equations 1</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>B</td>
<td>Database 32</td>
<td>6 A</td>
<td>6</td>
<td>A</td>
<td>Linear Algebra 33</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>A</td>
<td>Ordinary Differential Equations 13</td>
<td>6 A</td>
<td>6</td>
<td>A</td>
<td>Fractal Geometry 25/27</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>B</td>
<td>Ordinary Differential Equations 13</td>
<td>6 A</td>
<td>6</td>
<td>A</td>
<td>Survival Models 23</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>A</td>
<td>Algebra Structure 6</td>
<td>6 A</td>
<td>6</td>
<td>A</td>
<td>Multivariate Statistics 17</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>B</td>
<td>Algebra Structure 14</td>
<td>6 A</td>
<td>6</td>
<td>A</td>
<td>Investment Models and Asset Management 4</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>A</td>
<td>Mathematical Statistics 24</td>
<td>6 A</td>
<td>6</td>
<td>A</td>
<td>Time Series Analysis 3</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Available Time Slot

<table>
<thead>
<tr>
<th>Time Slot</th>
<th>Day and Hour</th>
<th>Time Slot</th>
<th>Day and Hour</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slot 1</td>
<td>Monday, 7.30 – 10.00</td>
<td>Slot 8</td>
<td>Wednesday, 10.15 – 12.45</td>
</tr>
<tr>
<td>Slot 2</td>
<td>Monday, 10.15 – 12.45</td>
<td>Slot 9</td>
<td>Wednesday, 13.15 – 15.45</td>
</tr>
<tr>
<td>Slot 3</td>
<td>Monday, 13.15 – 15.45</td>
<td>Slot 10</td>
<td>Thursday, 7.30 – 10.00</td>
</tr>
<tr>
<td>Slot 4</td>
<td>Tuesday, 7.30 – 10.00</td>
<td>Slot 11</td>
<td>Thursday, 10.15 – 12.45</td>
</tr>
<tr>
<td>Slot 5</td>
<td>Tuesday, 10.15 – 12.45</td>
<td>Slot 12</td>
<td>Thursday, 13.15 – 15.45</td>
</tr>
<tr>
<td>Slot 6</td>
<td>Tuesday, 13.15 – 15.45</td>
<td>Slot 13</td>
<td>Friday, 7.30 – 10.00</td>
</tr>
<tr>
<td>Slot 7</td>
<td>Wednesday, 7.30 – 10.00</td>
<td>Slot 14</td>
<td>Friday, 13.15 – 15.45</td>
</tr>
</tbody>
</table>
C. Modified Algorithm Implementation on Case Study

Based on the modified algorithm, the first stage is forming a graph from the data and constraints, to get a graph representation with the syntax in Figure 1 and Figure 2.

```python
G = nx.Graph()  # Graf Kosong
G.nodes(), G.edges()

for i in range(45):  # constraint: Compulsory courses in class A and class B
    for j in range(i+1,45):
        if tabel.ioc[1][0] == tabel.ioc[j][0] and tabel.ioc[1][2] == tabel.ioc[j][2]:
            G.add_edge(tabel.ioc[1][5], tabel.ioc[j][5])
            print(tabel.ioc[1][5], tabel.ioc[j][5])

for i in range(45):  # constraint: Compulsory and specialization courses in semester 6
    for j in range(i+1,45):
        if (tabel.ioc[1][6] == tabel.ioc[j][6]) and (tabel.ioc[1][4] != tabel.ioc[j][4]):
            G.add_edge(tabel.ioc[1][5], tabel.ioc[j][5])
            print(tabel.ioc[1][5], tabel.ioc[j][5])

for i in range(45):  # constraint: Lecturer who teaches 2 to 3 courses
    for j in range(i+1,45):
            G.add_edge(tabel.ioc[1][5], tabel.ioc[j][5])
            print(tabel.ioc[1][5], tabel.ioc[j][5])
```

Fig 1. Syntax for Representation of Simple Case Graph

```python
for i in range(46):  # constraint: The 6th semester students take 4th semester course, Algebra Structure A
        G.add_edge(tabel.ioc[28][5], tabel.ioc[1][5])
        print(tabel.ioc[28][5], tabel.ioc[1][5])
        G.add_edge(tabel.ioc[28][5], tabel.ioc[1][5])
        print(tabel.ioc[28][5], tabel.ioc[1][5])
for i in range(46):  # constraint: The 6th semester students take 4th semester course, Algebra Structure B
        G.add_edge(tabel.ioc[28][5], tabel.ioc[1][5])
        print(tabel.ioc[28][5], tabel.ioc[1][5])
        G.add_edge(tabel.ioc[28][5], tabel.ioc[1][5])
        print(tabel.ioc[28][5], tabel.ioc[1][5])
```

Fig 2. Syntax for Representation of Special Case Graph

After data is represented in the form of a graph, then an adjacency matrix is formed by converting the existing graph with the syntax in Figure 3.
Fig 3. Adjacency Matrix Syntax
After the adjacency matrix is formed, all vertices are colored with a greedy algorithm with the syntax in Figure 4.

```python
def add_edge(adj, u, v, w):
    adj[u].append(w)
    adj[w].append(v)
    return adj
```

```python
if __name__ == '__main__':
    g = [[] for _ in range(46)]
    for i in range(45):
        for j in range(i + 1, 46):
            if course_matrix[i][j] != 0:
                g = add_edge(g, i, j, 1)

result = [-1] * len(V)
result[0] = 0
available = [False] * len(V)
for u in range(1, len(V)):
    for v in g[u]:
        if (result[v] != -1):
            available[result[v]] = True
            cr = 0
            while cr < len(V):
                if available[cr] == False:
                    break
                cr += 1
            result[u] = cr
```

Fig 4. Greedy Algorithm Syntax
After all vertices are colored, the results of the courses schedule can be formed by sorting them based on the color values of each vertex with the syntax shown in Figure 5.

```python
data = [['' for _ in range(3)] for _ in range(7)]
used = []
for i in range(0, 8):
    a = 0
    for k in range(0, 46):
        if result[k] == i and v[k] not in used:
            used.append(v[k])
            data[i][j] = v[k]
a = i
```

Fig 5. Scheduling Syntax
IV. RESULT AND DISCUSSION

The modified algorithm implementation on case study written above resulting the colored graph in Figure 6 and Figure 7, thus the resulting schedule for each case presented in Table 3 and 4 for simple case and special case respectively.

The schedule of simple case requires seven rooms and seven time slots and the schedule of special case requires eight rooms and nine time slots. In this work there are forty-six vertices that represent the number of courses or classes held. For each course that is in the same time slot means that it has same color and the number of rooms required is equal to the number color. The program can solve both cases properly, resulting eight and nine colors for each case. By solving the special case with constraint written above, the program seems possible to solve more realistic case with more complex constraints.

Table 3. Scheduling Result for Simple Case

<table>
<thead>
<tr>
<th>Room</th>
<th>Time Slot 1</th>
<th>Time Slot 2</th>
<th>Time Slot 3</th>
<th>Time Slot 4</th>
<th>Time Slot 5</th>
<th>Time Slot 6</th>
<th>Time Slot 7</th>
<th>Time Slot 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Room 3</td>
<td>Forecasting Methods A</td>
<td>Database A</td>
<td>Ordinary Differential Equations A</td>
<td>Algebra Structure A</td>
<td>Mathematical Statistics A</td>
<td>Special Functions A</td>
<td>Complex Functions A</td>
<td></td>
</tr>
<tr>
<td>Room 4</td>
<td>Forecasting Methods B</td>
<td>Database B</td>
<td>Algebra Structure B</td>
<td>Ordinary Differential Equations B</td>
<td>Mathematical Statistics B</td>
<td>Special Functions B</td>
<td>Complex Functions B</td>
<td></td>
</tr>
<tr>
<td>Room 5</td>
<td>Real Analysis 2 A</td>
<td>Combinatorics Analysis A</td>
<td>Entrepreneurship A</td>
<td>Research Methods A</td>
<td>Mathematical Population</td>
<td>Nonlinear Programming</td>
<td>Simulations and Models</td>
<td></td>
</tr>
<tr>
<td>Room 6</td>
<td>Combinatorial Analysis B</td>
<td>Real Analysis 2 B</td>
<td>Entrepreneurship B</td>
<td>Research Methods B</td>
<td>Survival Models</td>
<td>Investment Models and Asset Management</td>
<td>Multivariate Statistics</td>
<td></td>
</tr>
<tr>
<td>Room 7</td>
<td>Combinatorial Analysis B</td>
<td>Real Analysis 2 B</td>
<td>Entrepreneurship B</td>
<td>Research Methods B</td>
<td>Survival Models</td>
<td>Investment Models and Asset Management</td>
<td>Multivariate Statistics</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Scheduling Result for Simple Case

<table>
<thead>
<tr>
<th>Time Slot 1</th>
<th>Time Slot 2</th>
<th>Time Slot 3</th>
<th>Time Slot 4</th>
<th>Time Slot 5</th>
<th>Time Slot 6</th>
<th>Time Slot 7</th>
<th>Time Slot 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Room 3</td>
<td>Forecasting Methods A</td>
<td>Database A</td>
<td>Ordinary Differential Equations A</td>
<td>Algebra Structure A</td>
<td>Mathematical Statistics A</td>
<td>Special Functions A</td>
<td>Complex Functions A</td>
</tr>
<tr>
<td>Room 4</td>
<td>Forecasting Methods B</td>
<td>Database B</td>
<td>Algebra Structure B</td>
<td>Ordinary Differential Equations B</td>
<td>Mathematical Statistics B</td>
<td>Special Functions B</td>
<td>Complex Functions B</td>
</tr>
<tr>
<td>Room 5</td>
<td>Real Analysis 2 A</td>
<td>Combinatorics Analysis A</td>
<td>Entrepreneurship A</td>
<td>Research Methods A</td>
<td>Mathematical Population</td>
<td>Nonlinear Programming</td>
<td>Simulations and Models</td>
</tr>
<tr>
<td>Room 6</td>
<td>Combinatorial Analysis B</td>
<td>Real Analysis 2 B</td>
<td>Entrepreneurship B</td>
<td>Research Methods B</td>
<td>Survival Models</td>
<td>Investment Models and Asset Management</td>
<td>Multivariate Statistics</td>
</tr>
<tr>
<td>Room 7</td>
<td>Combinatorial Analysis B</td>
<td>Real Analysis 2 B</td>
<td>Entrepreneurship B</td>
<td>Research Methods B</td>
<td>Survival Models</td>
<td>Investment Models and Asset Management</td>
<td>Multivariate Statistics</td>
</tr>
</tbody>
</table>

Fig 7. Graph with Special Case
**Table 4. Scheduling Result for Special Case**

<table>
<thead>
<tr>
<th>Room 1</th>
<th>Room 2</th>
<th>Room 3</th>
<th>Room 4</th>
<th>Room 5</th>
<th>Room 6</th>
<th>Room 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time Slot 1</td>
<td>Time Slot 2</td>
<td>Time Slot 3</td>
<td>Time Slot 4</td>
<td>Time Slot 5</td>
<td>Time Slot 6</td>
<td>Time Slot 7</td>
</tr>
<tr>
<td>Forecasting Methods A</td>
<td>Database A</td>
<td>Ordinary Differential Equations A</td>
<td>Algebra Structure A</td>
<td>Mathematical Statistics A</td>
<td>Special Functions A</td>
<td>Complex Functions A</td>
</tr>
<tr>
<td>Forecasting Methods B</td>
<td>Database B</td>
<td>Algebra Structure B</td>
<td>Ordinary Differential Equations B</td>
<td>Mathematical Statistics B</td>
<td>Special Functions B</td>
<td>Complex Functions B</td>
</tr>
<tr>
<td>Real Analysis 2 A</td>
<td>Combinatoris Analysis A</td>
<td>Research Methods A</td>
<td>Research Methods B</td>
<td>Mathematical Population</td>
<td>Nonlinear Programming</td>
<td>Simulations and Models</td>
</tr>
<tr>
<td>Combinatoris Analysis B</td>
<td>Real Analysis 2 B</td>
<td>Survival Models</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Room 7</td>
<td></td>
<td>Linear Algebra</td>
<td></td>
<td></td>
<td></td>
<td>Difference Equations</td>
</tr>
</tbody>
</table>

**V. CONCLUSION**

In this work, the combination of Bania-Duarah and Greedy algorithm and modification were made to solve the case of scheduling courses in the Undergraduate Study Program of Mathematics, Universitas Padjadjaran. With this algorithm, the chromatic number obtained represents the number of time slots required, while the same number of colors in each color group represents the number of zoom accounts required in each time slot. There are two cases scheduling created in this study, namely the simple case and the special case (the problem with students repeating and taking an ahead semester course). The chromatic number for the simple case is 8 and a maximum of 7 zoom accounts are required. Whereas in special cases, the chromatic number obtained is 9 and a maximum of 7 zoom accounts are required. The modified algorithm succeeded in giving the results of scheduling courses that were subject to the given constraints without any conflicts.
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