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ABSTRACT

In this paper, we consider uniform model
and obtain minimum risk Equivariant
estimators of the parameters based on type-
Il progressively censored samples under

Standardized quadratic loss  function,

Absolute error loss function and Linex loss
function. These generalize the
corresponding results for Type-1l censored

samples. Leo Alexander (2000).

Keywords:Equivariant estimation, Location model, Optimal estimation, Progressive censored
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1. INTRODUCTION

In life-testing experiments, the common
practice is to terminate the experiment when
certain number of items have failed (Type-II
censoring) or certain stipulated time has
elapsed  (Type-l censoring).  Type-II
progressive censoring involves removing
certain fixed number of surviving units at
each failure which is an extended version of
Type-11 censoring scheme. As pointed out
by Balakrishanand Sandhu, the scheme of
progressive censoring is an attractive feature
as it saves both cost and time for the
experimenter.  Progressively  censored
samples have previously been considered by

Herd, Roberts, Cohen and others. This

developments have been summarized in
Cohen, Balakrishnan and Cohen, and
Balakrishnan and Aggarwala.

Lehmann and Casella discussed the
marginal Equivariant estimation of the
parameters of location,scale, and location-
scale models. Edwin Prabakaran and
Chandrasekar  developed  simultaneous
Equivariant  estimation approach and
illustrated the method with suitable
examples. Leo Alexander and
Chandrasekarobtained minimum risk
Equivariant estimators for the parameters of
Exponential models based on Type-Il
censored samples. Viveros and Balakrishnan

developed exact conditional inference based
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on progressively Type-Il censored samples.
Tse and Tso compared the expected times
under Type-l censoring, Type-1lI censoring
and complete sampling plans in the
exponential case. Also, Aggarwala and
Balakrishnan established some properties of
progressively  Type-1l  censored order
statistics  from  arbitrary  continuous
distributions. In his development and
discussion on generalized order statistics,
Kamps has proved some general properties
of progressively Type-1I censored order
statistics as a special case of generalized
order statistics. Further, the maximum
likelihood estimation of the parameters of an
exponential distribution ~ based  on
progressively Type-1l censored samples has
been discussed recently by Cramer and
Kamps and Balakrishnan et.al. All these
developments on progressively Type-I1I
censored order statistics have been
synthesized in a recent book by

Balakrishnan and Aggarawala.

In this paper, assuming that the
sample is obtained through Type-Il
progressive censoring scheme, we obtain
minimum risk Equivariant estimator(s) for
the parameter(s) of the uniform model. The

paper is organized as follows: Section 3

deals with the problem of Equivariant

estimation for the uniform location model.
2. PRELIMINARIES

Let N denote the total number
randomly selected items put to test
simultaneously and n designate the number
of samples specimens which fail. Thus the
number of completely determined life spans

is n. At the time of the i-th failure, r

surviving units are randomly withdrawn

from the test, i=1,2,...,n. Clearly,

n-1
rh=N-n->r.Let Xg,i=12..,n,
=1
denote the failure times of the completely
observed times. Then, the joint probability
density function (pdf) of
(XI:N ' X2:N e xn:N) iS

n i-1
X1, X0 s Xn)=II(N—- > r;i —i+1)x
9p (X, X9 n) i=1( jzlJ )

fo(xj H1— Fp (% )}ri .2

Here, f, and F,denote the common pdf
and distribution function of the N items
under life-test.  Further, r,r,,.., 1, are

assumed to be pre-fixed by the

experimenter.
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3. LOCATION MODEL V' =E, (3, |y).

In this case the pdf is taken to be Take 8,(X)=(X, + X, )/2. Clearly &, is

1, £<x<&+1;&eR an equivariant estimator but not complete
f.(x)= 0 . otherwise . sufficient. In order to find v*, assume that

& =0 and consider the transformation
Thus (2.1) reduces to
Yi =Xy + Xn)/2  and

n i-1 n ]
9. (X X)) ={ TN =21 =i+ 0} [ X + 8= (Kin = Xpy) o =230,
i=1 =1 i=1
E<Xy <n<Xy <E+1E€R. Then Xy =Y, =Y, /2 and
Xy =Y, +Y, =Y /2 , i=23..,n

Thus the  joint distribution of
X=Xy X,y) belongs to a location

and the Jacobian of the transformation is
given by J =1. Thus the joint pdf of

family with the location parameter & . We are (Y,,Y,,... Y,) is given by

interested in deriving MRE estimator of &

by considering three loss functions. h(Yy:e-0¥n)

Following Lehmann and Casella (1998), the L i1 . .

MRE estimator of & is given by - {E(N - jzz:lrj iDLy Y, /2)}
n

5 (X)=6,(X)-v'(Y) , [+ v -y, /2173,
i=2

where o, is a location equivariant estimator, O<y, <Yy, <..<Y,,

v(y) =Vv"(y) minimizes Yol2 <y, <1-(y,/2),0<y, <1.

E 0, (X)-v
o[PA06 (X) =V(y)}IY] Also, the joint pdf of (Y,..., Y,) is given by

and E, denotes E, when £ =0.

n i-1
h(Yz,-Yn)= {H(N —er,- —i+1)}x
i= j=

1-y, /2
Here [y -y, 12)¥
. ynl2
Y. =Xy — Xy » 1=23,..0 n
Y =(Y,,Y,,...Y,) _]l{[l— (Vi +YV: =Y, /2)]"}dy; ,...0.0)
1=
and p is an invariant loss function. 0<y, <y;<..<y, <L

Thus the conditional pdf of 6, =Y, given

Case (i):If the loss is squared error , then (Y,,... Y. )is given by
prenr Y,
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hy (Yo | Ya0eenaYn)

1-(Xg3—X13) /2

n
:[{1_ (yl - Y /2)}r1 H{[l_ (Yi +Yi— Y, /2)]ri}]/ I Y1 {1_ (X1:3 - X2:3)/2— y1}dy1
= (Xp:3—X1:3)/ 2
1y, /2 V - 1-(Xp3-X:3)/ 2
[ [-0n-v.! 2)}’11_[{[1 (¥i +Y1=Ya/2)]"} dy,] [ L= O = Xp5) 12 -y, ey,
Ynl2 (X23—%1:3) /2
Yo 12 < A <1- (yn /2). (32) [{1_ (X1:3 o )(2:3)/2}><
Now 1-(Xp3—X:3)/ 2 1-(Xp3—X1:3)/ 2 )
{ I y1 dyl - I y1 dy1 }]
V*: E (5 |y) — (X2:3—X1:3)/ 2 (Xp3—X1:3)/2
Ly, /2 [{1— (x5 = Xp5) [ 2}x
Iyl{l (Y1 — Y, /2)} H{[l (Vi +y,— VY, 12)]" Y, 10sxs)i2 1-(Xpg—Xp3) /2
= 12 { I dy1 - I y1 dyl }]
-y, /2 ; (Xz:3—%1:3) /2 (X23—%1:3)/2
(- -v, 12} H{[l (¥ +Ys ~ Yo /2] 3y,
Yo /2
in view of (3.2).
. [3{1_ (Xm - Xz:s) / 2}(1_ Xg T X2:3) -
Y 1 )2 _ 2{[1_ (X2:3 B )(1:3)/2]3 _[(Xz:s B Xxs)/z]s}]
N XN - - - 2
o ¥1 -l_n[{l_xi:N FOpy )12 13 oy (s =)'}
Oy gy )12 i
- .@3)
1- (an XlN)/2
H{l Xin N XN ) 2 - yl} dleherefore the MRE estimator of & is given

(XN XN )2 151 by

Therefore the MRE estimator of & is given & (X)=(X 13+ Xp5) /2
by [3{1_ (er B X2:3) / 2}(1_ Xy + X2:3) -

5" (X) =8,(X)-E,(5]y) 2{L— (Xp5 = Xu3) 1 2I° —[(Xpq —X15)/ 21°}]

— * 3L (Xs — X,5)°}
Xin * X )/2-v .34 13 23
(Xu ) &4 Moreover, when the loss is squared error,

the MRE estimator 5" (X) can be evaluated
more explicitly by the Pitman form
If N=3n=2,r,=1r, =0, then from (3.3) (Lehmann 1983 p.160).

we obtain

wherev” is as given in(3.3).

Therefore the Pitman estimation of & is
given by
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XiN

n
u [ J@-x +u}idu

5 (X) = 1 - ...3.5)
[T@-x, +u}idu
Xp:n —1 |:1
Taking u={(X,y +X,n)/2-Y,}in (3.5),

5" (X) reduces to the following

=N —X:N )/ 2
[ ] {(X1.ny + Xpeng )/ 2= Yq} x
(N XN )/ 2 NN '

n r:
Hl{l— Xi:N + (XlN + Xn:N )/2 - yl} Idyl]

5*(X):(X1:N+Xn:N)/2_V0 1

wherev, is the median of the distribution
with pdf given in (3.2).

Case (iii): Consider the location invariant
Linex loss function (Varian, 1975)

L(&6)=e"" —a(6-&)-1 ,
ac R—{0}.

In order to find v* | take
Oy (X)=(X .+ X )/ 2,consider

* B =
5 (X) _1—(xn:N—xl.N)/2P[ ; 3(50—
1— Xinyg + (Xqeny + Xnen )/ 2 — d —
(XN =N )72 i=1{ iN * N * XN ) y1} d1R(S|y) EO[{e
B (XN + XpN)

2
IOt XN )/ 2 n

(XN XN )/ 2

.
yp TR =Xin + 0N + XN ) /2 =Yg} Hdyy

FOnn—n)/2

(Xn:N—X:N )2 i=1

which coincides with the one given in (3.4).

Remark 3.1:

Ifr,=0,k=212,..,n-1and r,=N—-n,
then the above estimator in (3.6) reduces to

(N _n+1)x1:N + Xn:N -1

o (X)= (N-n+2) !

which is same as the one obtain for type Il
right censored case given in (Leo Alexander,
2000).

Case (ii) : If the loss is absolute error, then
the MRE estimator of & is

r
T{1- Xy + (N + XN )/ 2- yp} ! dyp

=€

V)
-a(5, —) -1y

—a ao
=e VEO(e o|y)—aE0(60|y)+|av—1

=N —XN )/ 2 ay,

1.38) [ J e " x

(Xn:N _XlzN)/2

n r:
{0 =% + Oy XN ) 2= Y93 dyg 3]
—av i=1
l_(Xn:N _Xl:N)/2
[
(Xn:N _Xl:N)/2

n r-
I =Xy + (4N %oy )/ 2=y} dyg]
i=1
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Y %
N —Xn) /2 Remark 3.2:1f
n h r,=0,k=212..,n-1land r, =N —n, then
1-x:. . N 2= d .
{il;ll{ i LN P ) 1273 the above estimator reduces to
1N XN ) /2

(Xp:N XN ) /2
8" (X)=(X 1+ X )/ 2 — (11 a){cgf of (5, |y)ata} ,

n I-
T{L=X5. Ny + 04\ X )72y} dyg]

i=1
+av-1 which is the one obtain under Linex loss
function based on Type-1I censored sample
in view of (3.3). Thus v is to be obtain by (Leo Alexander, 2000).

minimizing R(S | y) . Hence the MRE
estimator of & is given by
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