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Abstract 

This paper focuses on the estimation the shape 

parameter () of power function distribution if a 

prior knowledge (0) is available about the shape 

parameter as the initial value and when the scale 

parameter is known (=1) via pretest single stage 

shrinkage estimator (SSSE) andproposed an 

optimal acceptable Region (R) for testing this prior 

knowledge. 

 Expressions of the Bias, Mean Squared Error 

[MSE()] and Relative Efficiency [R.EFF()]for the 

proposed estimator were derived. 

Numerical results about behavior performance 

of considered estimator are discussed via study the 

mentioned expressions. These numerical results 

displayed in annexed tables. Comparisons between 

the proposed estimator and the classical estimator 

as well as with some earlier studies were made to 

show the effectiveness and usefulness of the 

considered estimator. 
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1. INTRODUCTION 

"The Power Function Distribution (PFD) is a 

flexible distribution as it is able to model the 

various types of data. It is usually used for the 

reliability analysis, life time and income 

distribution data. Meniconi& Barry (1996) compare 

the PFDwith Exponential, Lognormal and Weibull 

distribution to measure the reliabilityof electrical 

components. 

 They conclude that the PFD is the best distribution 

tomodel such types of data. Similarly many 

probability models are also used to assessthe 

pattern of the income distribution but these models 

are mathematically morecomplex to handle. The 

PFD on the other hand is quite handy in this regard. 

Ahsanullah&Kabir (1974), Meniconi& Barry 

(1996), Ali, Woo &Nadarajah (2005),Chang 

(2007), Sinha, Singh, Singh & Singh (2008) and 

Tavangar (2011) define thecharacteristics of the 

PFD. Saran &Pandey (2004) estimate the 

parameters ofPFD and they also characterize this 

distribution. Rahman, Roy &Baizid (2012). 

     Power function distribution is preferred over 

exponential, lognormal and Weibull because it 

provides a better fit for failure data and more 

appropriate information about reliability and hazard 

rates"; [1], [2], [3], [4], [5]. 

A continuous random variable X is said to have 

Power function distribution if its probability 

density function is given by  

 
1x , 0 x 1

f (x, )
0 ,o.w.

  
  


…(1) 

 

Here,  is the shape parameter and  is the scale 

parameter. 

        We denoted by PD(, ) to powerfunction 

distribution with shape parameter  and scale 

parameter  

 

 
 

Figure (1):p.d.f of PD(, ), when  =1 

f(x) 
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        In this paper we introduce the problem for 

estimating the unknown shape parameter () of 

Power function distribution with known scale 

parameter ( ) when some prior knowledge 

(0) regarding true value () is aavailable using 

preliminary test single stage shrinkage procedure. 

        Noted that, the prior knowledge regarding due 

reasons introduced by Thompson(1968)[8] as well 

as the classical estimator of  ( ̂ ;MLE) and using 

shrinkage weight factor [1( ̂ )], 0 1( ̂ )  1 

results the what is known as "shrinkage estimator", 

which though perhaps biased has smaller mean 

squared error [MSE] than that of ̂ . 

        Thus, "Thompson-Type"shrinkage estimator 

will be 

1 1 0
ˆ ˆ ˆ( ) (1 ( ))      …(2) 

Now, the preliminary test single stage shrinkage 

estimator (SSSE) introduced in this paper is a 

estimator of level of significance () for test the 

hypotheses H0: = 0vs. HA: 0. 

If H0 accepted weuse the shrinkage estimator 

defined in (2). 

However, if H0 rejected, we shall take another 

shrinkage estimator via differentshrinkage weight 

factor 2(); 0 2()  1 and then using the 

followingshrinkage estimator: 

2 2 0
ˆ ˆ ˆ( ) (1 ( ))      …(3) 

Thus, the general form of preliminary test single 

stage shrinkage estimator (SSSE) will be: 

1 1 0

2 2 0

ˆ ˆ ˆ ˆ( ) (1 ( )) ,if R

ˆ ˆ ˆ ˆ( ) (1 ( )) ,if R

      
  

      
% …(4) 

where 
i i

ˆ ˆ( ),0 ( ) 1     , i = 1, 2 is a shrinkage 

weight factor specifying the belief of ̂  and 

i
ˆ(1 ( ))   specifying the belief of 0 and

i
ˆ( ) 

may be a function of ̂  or may be a constant (ad 

hoc basis), while (R) is a pretest region for 

acceptance the prior knowledge with level of 

significance . 

        Several authors have been studied preliminary 

test single stage shrinkage estimator (SSSE) 

defined in (4), see for example; [1], [6], [7], [8] 

The aim of this paper is to estimate the shape 

parameter () of two parameters powerdistribution 

with known scale parameter (  = 1) using proposed 

preliminary test (SSSE) defined in (5) via study the 

expressions of Bias, Mean squared error and 

Relative Efficiency of this estimator and display 

the numerical results for mentioned expressions in 

annexed tables. Also, study the performance of the 

consider estimator and make comparisons with the 

classical estimator as well as with some studies 

introduced by some authors. 

 

 

 

 

 

2.MAXIMUM LIKELIHOOD ESTIMATOROF 

       In this section, we consider the maximum 

likelihood estimator (MLE) ofPower function 

distribution (, ),see [1], [2]. 

        Let x1, x2, …,xn be a random sample of size n 

from PD(, ), then the log-likelihood function 

L(, ) can be written as: 

L(α) = n ln(α)+nα ln( ) + (α-1)∑lnxi(5) 

In this paper, we assume that   is known  = 1). 

The normal equation become 
n

i

i 1

L n
ln x 0




  

 
 …(6) 

Thus , we obtain the MLE of , say 
MLÊ as below 

MLE n

i

i 1

n
ˆ

ln(x )


  


…(7) 

Let y=  

The distribution of 
MLÊ  is the same as the 

distribution of where y follows Gamma (n,1). 

Therefore 

MLE

n
ˆ

y


  …(8) 

 

3. PRELIMINARY TEST SINGLE STAGE 

SHRINKAGE ESTIMATOR (SSSE)% 

        In this section, we consider the preliminary 

test (SSSE) which is defined in (4) when

 and  for estimate the shape parameter 

 of power function distribution when = 1. 

And R is a pretest region for testing the hypothesis 

H0:  = 0vs HA: 0 with level of significance 

() using test statistic 0

0

2n
ˆT( / )

ˆ


  


. 

i.e.; 0 02n 2n
R ,

b a

  
  
 

…(9) 

Where,
2

1 /2,2na (X ) and 
2

/2,2nb (X ) ,   …(10) 

are respectively the lower and upper 100(/2) 

percentile point of chi-square distribution with 

degree of freedom 2n. 

The expression for Bias of% is  

0 0 0

R R

Bias( / ,R) E( )

ˆ ˆ ˆ ˆ ˆ( )f ( )d (k( ) ( ))f ( )d

   

           

% %

 

Where, R  is the complement region of R in real 

space and f( ̂ ) is a p.d.f. of ̂  with the following 

form 
n 1 n

ˆ
n

e
ˆ

ˆ ˆf ( ) for 0, 0
(n)n

0 o.w.

  


 

  
     

 


…(11) 
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We conclude, 

0

1 0 0

k
Bias( / ,R) {( 1)J (a*,b*) (1 k)( 1)

n 1

nkJ (a*,b*) kJ (a*,b*) ( 1)(1 k)J (a*,b*)}

           


    

%

…(12) 

where
b* n 1 y

a*

y e
J (a*,b*) y dy; 0,1,2

(n)

 
 


l

l l  

…(13) 

Also,
10 (n 1)

, y ,a* a
ˆ

  
     

 
and 

1b* b   …(14) 

The Bias ratio [B()] of % is defined as below:- 

Bias( / ,R)
B( )

 
 



%
% …(15) 

The expression of Mean squared error (MSE) of % 

given as  
2

2 2 2 2

2

2

1 0

2

1 0

MSE( / ,R) E( )

n 2 2( 1)
k ( 1) n J (a*,b*)

(n 1)(n 2) n 1

1
2n J (a*,b*) J (a*,b*) 2k( 1) ( 1)

n 1

1
( 1) 2kn( 1) J (a*,b*) J (a*,b*)

n

    

   
      

  

 
            

 
       

  

% %

…(16) 

The Efficiency of ̂  relative to the ̂  denoted by 

R.Eff(%/,R) defined as 

ˆMSE( )
R.Eff ( / ,R)

MSE( / ,R)


  

 
%

%
…(17) 

See for example; [7], [8]. 

 

4. CONCLUSIONS AND NUMERICAL 

RESULTS 

        The computations of Relative Efficiency 

[R.Eff()] and Bias Ratio [B()] expression were 

used for the consideredestimators %. These 

computations were performed for the constants   = 

0.05,0.01,0.1, n = 4,6,8,10,12,16,20,30, 

and  = 0.25(0.25),2. Some of these 

computations are displayed in tables (1) and (2) for 

some samples of these constants. The observation 

mentioned in the tables leads to the following 

results: 

i. The Relative Efficiency [R.Eff()] of % are 

adversely proportional with small value of , 

i.e.  = 0.01 yield highest efficiency. 

ii. The Bias ratio [B()] are increasing function 

with increasing value of k and n. 

iii. The Relative Efficiency [R.Eff()] of % has 

maximum value when =0(=1), for each k, n, 

, and decreasing otherwise (1). This feature 

shown the important usefulness of prior 

knowledge which given higher effects of 

proposed estimator as well as the important role 

of shrinkage technique and its philosophy. 

iv. Bias ratio [B()] of %increases when  

increases. 

v. Bias ratio [B()] of % are reasonably small 

when =0 and increases otherwise for all n 

and . This property shown that the proposed 

estimator % is very closely to unbiasedness 

especially when =0. 

vi. The Relative efficiency [R.Eff()] of % 

decreases function with increases value of k and 

n, for each , . This property employ the role 

of the prior information for proposed shrinkage 

estimator via takes high weight for prior 

information which leads to maximum efficiency 

and reduce the cost of sample. 

vii.The Effective Interval [the value of  that 

makes R.Eff.() greater than one] using 

proposed estimator % is [0.5,1.5]. Here the 

pretest criterion is very important for guarantee 

that prior information is very closely to the 

actual value and prevent it faraway from it, 

which get optimal effect of the considered 

estimator to obtain high efficiency. 

viii.The considered estimator % is better that the 

classical estimator especially when 0, 

which is given the effective of % when given 

an important weight of prior knowledge. And 

the augmentation of efficiency may be reach to 

tens times. 

ix.The proposed estimator % has smaller MSE 

than some existing estimators introduced by 

authors, see for examples [1]. 
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Table(1) 

 

Shown theR.E.ff of % w.r.t. , n and  when  

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Table (2) 

 

Shown Bias RatioB()of % w.r.t. , n and  when 
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