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Abstract

s-g inverse of a given square matrix is defined and its characterizations are obtained. s-hermitian
idempotent matrix is defined. Properties of s-g inverse of an s-normal matrix are given.n
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1. Introduction:

Generalized inverse of a matrix was defined in [1] and its characterizations were obtained in [2]. Ann
Lee initiated the study of secondary symmetric matrices in [3]. The concept of
s-normal matrices was introduced and investigated in [4]. Some equivalent conditions on
s-normal matrices were proved in [5]. S-unitary matrices was defined and analyzed in [6]. In this paper we
describe s-g inverse of a square matrix, as the unique solution of a certain set of equations. This s-g inverse

exists for particular kind of square matrices. We deal with s-g inverse of s-normal matrices. Let Cn <N denote
the space of NN complex matrices.
If A= (aij ) 1S Cn <n’ then the secondary transpose of A, denoted by AS , is defined as

—S
N jHLnoisl - A’ denotes the conjugate secondary transpose of A .ie. A’ =A".

S
A :(bij),where b, =a
Throughout this paper if A € Cn “n’ then we assume that if A = 0, then AA® = 0.

(i) AA° =0=A=0 ... . 1)
It is clear that the conjugate secondary transpose satisfies the following properties.
(A+B) =A°+B°

(LA)" =2A°
(BA) = A"B°
() =A

Since (BAAe —CAA® XB —C)’ =(BA -CA)BA —CA)°, by using (1), we can prove that
BAA® = CAA® = BA =CA ........ (2)
Similarly, BA°A=CA°A=BA°’=CA"..... 3

Definition 1.1:

A matrix A e Cn “n is said to be secondary normal (s-normal) if AA® = A°A.
Example 1.2:
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7+2i 3
A= . | isan s-normal matrix.
2 7 +5i

Definition 1.3:
A matrix A e Cn “n is said to be secondary unitary (s-unitary) if AA® = A’A=1.

Example 1.4:

is an s-unitary matrix.

Sl
-

2. s-g inverse of a matrix

In this section, we find the condition for the existence of s-g inverse of a given square matrix.

Theorem 2.1:

The four equations

have unique solution forany A C :
nxn

Proof:
First, we shall show that (5) and (6) are equivalent to the single equation
XXAY = X.......... €5))

By substituting (6) in (5), we get (8). Conversely, (8) implies AXX?A® = AX, the left hand side of which is
s-hermitian. Hence (6) follows and substituting (6) in (8), we get (5)
Similarly, (4) and (7) are equivalent to the equation

XAAY =A° ... )

Thus to find a solution for the given set of equations, it is enough to find an X satisfying (8) and (9).
Now the expressions A°A, (AGA)2 : (AGA)g... cannot all be linearly independent. (i) there exists a relation
2 K
A A+, (AAF +...+ 4, (A°A) =0........(10)
where A;,A,,..., A, arenotall zero. Let A, be the first non-zero A (ie)?»1 =X, =..=A,,; =0.

Put B = —x;l{xml 0, AA A (ACA) T }

r+2
Then (10) implies B(AOA)r+1 = (AGA)r and applying (2) and (3) repeatedly, we get
BA’AA® =A% ... (1) .

ISSN: 2231-5373 http://www.ijmttjournal.org Page 241



http://www.ijmttjournal.org/

International Journal of Mathematics Trends and Technology (IJMTT) — Volume 39 Number 4- November2016

If we take X = BA® , then X satisfies (9) by (11).
Also (9) implies A°X°A° = A° and hence BAX°A® = BA®. Hence X also satisfies (8). Thus
X =BA" is a solution for the set of equations.
Now let us prove that this X is unique. Suppose that X and Y satisfy (8) and (9). By substituting
(7) in (5) and (6) in (4), we obtain Y = A°Y?Y and A® = A°AY . Now
X =XX°A" = XX °A°AY = XAY = XAA’YY = A’YY =Y
Hence the solution X is unique.

Definition 2.2:
Let Ae Crl %N’ The unique solution of (4), (5), (6) and (7) is called the s-g inverse (secondary

generalized inverse) of A and is written as A7Ls .

Example 2.3:
11
11 - =
If A= : ATS _| 4 4.
11 1 1
4 4
Note 2.4:

From (8) and (9), AJrs satisfies

ATS (ATSJ A’ = ATS = AeATS 6ATS

NNV

If A isascalar, then kTS means A - when A = 0 and0if A =0.

3. s-g inverse of s-normal matrices

In this section s-hermitian idempotent matrix is defined. Properties of s-g inverse of a given matrix are
given and some results on s-normal matrices are proved.
Theorem 3.1:

Let AeC . Then
nxn

(I) (ATS )Ts — A

(ii) ATs ZaTs?

(iii) If A isnon singular, then AJrs N
(iV) (KA)TS — ;\‘TS ATS .

0
UEPONERNDNS

(vi) If U and V are s-unitary(UAV)Ts =V9ATS ud.
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(vii)  IfA= ZAi , Where AiA? =0 and A?Aj =0 wheneveri # j, then AJrs :ZA:LS .

n
(viii)  If A iss-normal, then ATSA = AA?S and (An )TS - [ATSJ .

Proof:

(i) to (vi) can be proved by substituting the right hand side of each in the defining relations for the
required s-g inverse in each case. To prove (v) we need (12) and to prove (vii) we require the fact that

.. 0
AiA].LS =0 and ATSA. — 0 if 1 # ] which follows from ATS :AQA}rS A]_LS and

(| i j
T T
A=A

hence the first part of (viii) follows. The second part is a consequence of the first part.

0 T T T
SA:LS Aie' (v) and (12) imply ATSAz(AeA) S AYA and AA 'S :(AAG) s AAY ang

Theorem 3.2:

A necessary and sufficient condition for the equation AXB = D to have a solution is

T

T
AA SDB SB =D, inwhich case the general solution is

oo f T T
X=ASDB S +Y-A SAYBB S,

where Y is arbitrary.

Proof:

T i Fo T
If X satisfies AXB =D, then D=AXB=AA SAXBB SB=AA SDB SB.

| ot N |
Conversely, if D=AA °DB °B,then X=A °DB * isa particular solution of AXB=D,
Fo T
since AXB=AA SDB SB=D.

: spr's fs fs
If YeCan,then any expression of the form X =A °DB > +Y -A °AYBB ° isa

solution of AXB = D and conversely, if X is a solution of AXB =D, then

T T il T
X=A SDB S +X—A SAXBB S satisfies AXB = D. Hence the theorem.

Corollary 3.3:

The matrix equations AX =B and XD = E have a common solution if and only if each equation
has a solution and AE =BD .

Proof:

Ts

It is easy to see that the conditions is necessary. Conversely, A SB and ED'S are solutions of

T
AX =B and XD=E and hence AA SB=B and EDTSD:E.AIso AE =BD . By using these
T T

T
facts, it can be proved that X =A SB+ED S —A SAED S isa common solution of the given equations.
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Definition 3.4:

Amatrix E € Cn “n is said to be s-hermitian idempotent matrix if EE® = E (ie) E = E%and

E?=E.
Theorem 3.5:

T T T T
0] ASA, AA S I-A SA, I-AA S areall s-hermitian idempotent.
(ii) K is idempotent <= there exist s-hermitian idempotents E and F such that K = (FE)Ts

in which case K=EKF.
Proof:

Proof of (i) is obvious. If K is idempotent, then K? = K. By (i) of theorem 3.1,

‘ T T
K — {(KTS K)j(KKTS )}T . Now if we take E=KK S and F=K SK, they will satisfy our

requirements. Conversely, if K = (FE)Ts then K = EFPEF, where P = (FE)TS 0 (FE)st (FE)TS 0 (Here

we use the fact QJrs = Q6 (QTS 6QTSQTS Ger by (12)). Therefore K =EKF and hence

K2 =E(FE)"s FE(FE)s F=E(FE)™ F=K . Hence K s idempotent
Note 3.6:

(1) s-hermitian idempotent matrices are s-normal matrices.
(2) The s-g inverse of an s-hermitian idempotent matrix is also s-hermitian idempotent matrix.

Conclusion:

s-g inverse of a given square matrix is defined and the condition for the existence of s-g inverse of a
matrix is obtained . s-g inverse of an s- normal matrix is classified. s-g inverses of other special type of
matrices may also be obtained and their characterizations can be developed.
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