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Abstract — In this paper we give some special
equation with B.V.P. further, to solve some
Boundary Value Problem. We use iterative method.
That is Newton Age iterative method to solve non-
liner equation. We show that the compassion b/w the
Newton Age method and SOR method using the finite
difference formulation with exact solution of
boundary value method. The New Age iterative
method gives such a manner that the solution retains
their accuracy and even order in the vicinity of the
singularity. The proposed New-Age iterative method
shows the superiority over the corresponding SOR
iterative method.
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part, Boundary value problem, New AGE method

I. INTRODUCTION

A partial differential equation elaborate a relation
between an unknown function and its partia
derivatives. We separate the family of linear
equations for functions in two independent variables
into three distinct types: parabolic (e.g., the heat
equation), hyperbolic (e.g., the wave eguation) and
elliptic equations (e.g., the Laplace equation).

A partial differential equation can be define as

F{xl,x:,...

where x.... .. T R its partial
derivatives and the unknown
¥ = (X, Xg, . Xy ) isafunction of nvariables.

Equation (1} islinear if F islinear with respect to v
and all its derivatives, otherwise it isnonlinear.

2: SPECIFIC EQUATIONS:-

Linear equations:-

2.1 Diffusion or heat equation

v + DAy =10

A is the Laplace operator and D' denotes the thermal
properties of the material.
2.2 L aplace Equation:
The second order equation
Av =10

Where v = v{x).
It is Non-homogeneous equation if

Ap=f
Then, it is called Poisson Equation.
2.3 Fisher’sequation:

o) & v
- D =rr(l —v)

at dx?

This is semi linear and second order equation.Now
we take second-order linear differential equation for
functions in x and ¥ which are two independent
variables. The equation of the form
elv] = Av,, + 2By + 0y + Dvp + Evy + Fv =6
Where w(x.%) is the known function and
AB,C.D,EF,G ae functions of x and v . If
A,B.C ae the functions of x.y.v.v,.1, then
equation (2) is called quasi-linear FDE Let us take
the coefficients A. E. £ do not vanish. The operator
glvl = Avy, + 2By, + Oy,
Where operator g5 is caled the principal part of
£.We know that much fundamental property of the
solutions of equation (1} can be determined by
principal part, and it's discriminate. We take
§g = B*—4AC of the equation.

If B*—4AC > 0 then the equation (1) is called
Hyperbolic FDE.

If B*—4AC =0 then the equation (1) is called
Parabolic PDE .

If B*—4AC =< 0 then the equation (1) is called
Elliptic PDE.

XV Uy ees Vg oV oV e see oo Ty xs vxirgiGen.er}iI:fdim of.partial differential equation

A genera form of FDE
n ] - ]
d v dr
h.— L h =
Z Z % 8x09x; * ; o, T ho(x) = F()

i=1j=1

wherex € B* | v = v{x)

1. SOME BOUNDARY VALUE PROBLEMS

1. Dirichlet’ sboundary value problem:
The differential equation holds in a region &
bounded by 4 . The solution is known at the
boundary4.
Let us take the function f on the boundary A of a
regiond, to find a function "+ such that
Ve + 1y =0, (xy)eé
(w(xy))y= fxy), (xy) e A
2.Neumann boundary value problem:
On the boundary value problem A , the normal
derivativeis,

@), =06

Ve T 1y =0,

xy)eA
(xn.y) € d
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where § = 6§ U A
3. Periodic boundary value problem:
Ver + 1y = 0
(x.v) E &
vix +my+m) = vix.y)  Vixy)
where, m is the period and In this case v{x.¥)
satisfies the periodicity problem.
4.Finite Differ ence For mulation:

We consider the following boundary value problems
with boundary conditions

vi0) = Pand w(1) = Q.
WhereF and @ are constants.
glvlx)] = v"(x) + flx. v v} =0, Dsx=1
Let us assume that for (1) to have unique solution
then f(x.» ") has continuous derivatives which
satisfy the equation (4) for some positive constants
T", M,and M~

af
g

=1, 0=M =Lz . (4)

With uniform grid is now placed on the
interval [0. 1], if @ = 0 be the mesh spacing with
direction x , then xt = ta , t=0{1JN +1 and
(N + 1)a =1, The approx solution of equation (1)
is by #:(t = 1(1)N} which are the solution of the
non-linear difference equation with u; =F and
Uyyy = Q.

—lrey — 2w — vy + I_; [Fo+ R+
10R,]=0t=101N ..(5)

5. The Newton Age Method:

Now we discuss the Newton Age method for the non
linear difference equation,

We define, ﬂvf‘::"‘-‘ = (¥, +o. I_}:" - [B()- (¥, — o, I}ﬂ?::_'-":'_:z -(128)
vy & (v) At = (4 D7 - [Fl)-(F — @ Daet33 L (128)
vz & (v)
=], @)=
Vi By (1) Where
The Jacobian of #(¥) can be shown to be the Nth s E’],-’.:'.,] 0
order tri-diagonal matrix T
2m, (v) 0, () EI'!,Y to.D= -
aﬁlﬁ':} {: ':'l:-':' 2‘?’1‘1: ':15':] s {1:":] : T [[ 'S':'._] TEﬁN_E:I -"I-IJ-".\'—=:|
= - — ", ", . I:ﬁ:] Tha—a n—z
g . . . 0 [1;35”]
0 Iy () 2img ()
Where ...(13)
90,
() = G t = 2(1)N Y] .
5, o)
By I £
2m,(v) = oo £ = 1N ..(7 (v, +q 1) = . (14]
(v) = . t= 1IN -1 ([P o
ne(w) = 3 () u { L D

For computing®; (v}, [.(v}, m. (v}, n: (v]. We Use
vy =F and vy, =@
We define

plEF = pf 4 Ay £ =0123% ... (8
Where Ar*® isthe solution of the system

Vav® = —8r°) 5 = 0,123 e ...(9)
Here we use the AGE iterative algorithm within
inner loop to solve above equation (9)

Consider
¥ =V +V ...(10)
e [ 3)
-[m,_ '-’11.] 0
I, my
¥, = k
w—1  Ty—1
0
L Ly mN] -
[ Lmy ) 0
[0 )
Iy mg
¥, =
n
0 w-1 Ty—1
In My ] N

Taking V as even.We derive two steps alternating
direction implicit methods as:

(% + @ Dawt2® = —d(w)- (7, — @, D waldda)
(¥, +o Dav™% = —f7)- (¥, — @ DarE7 L(11k)

Since the matrices (¥, + @00 and (¥; + @, I
consist of smple( 2 = 27} sub matrices then they can
be easily inverted by inspection to give the Newton
AGE method.
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Where ¥r=m + @, t=1(1)N and
8= ¥t Vesr~Meleny ,  £=2(ZN-1 and
Be=m, + ¢, ¥ =1{1)N and

A= BBy - meleyy, = 12N — 2

Now using simple determination of the product of
matrix (Fi+e D7 (Va4 @ D) and
(¥, + @, 7" (¥, — @, I) for paralld computing. We
can expressed as 3 termsrecurrence relations.

[11.COMPARATIVE RESULT
NUMERICAL EXPERIMENT

WITH

We are using the non singular problem with B.C. for
computational calculation. We have also exact
solution of the problems which are using comparison.
In &l cases, we have considered u® = 0.Considered
only 3-inner iteration for comparing the Newton Age
iteration method with the corresponding Newton
SOR iteration method.It is observed that the New
Age method is quite effective in approximation the
closed form solution of B.V.P.

Problem6.1: Non- Linear singular problem

u'(x) +Inxu'(x) +u=2+ 2xlnx + x°

With the boundary conditions, «(0) = 0, u'(0) =0
The exact solution is given by ulx} = x* . The root
mean square (RMYS) errors between Newton-AGE
and Newton- SOR methods are tabulated in Table-1 .
Sol:

Newton —50R | Newton — AGE
5.No, A Al RMSE error

N iter iter

1 7.2920e(—04)

10 1.320 0e 0.382 07

3 1.3752e(—0&)
20 1.500 15 0.220 15

3 4.4568e( —07)
3o 1.550 37 0.293 34

Table-1
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