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Abstract — In  the es t imation of  l inear 

equations  various est imators have been 

developed over the  years.  An importan t  

family  o f  est imators which inc ludes many 

interes t ing es t imators  is  class  

es t imators based on the pioneering work 

of  Previous resea rchers .  In  this paper an 

attempt  has been made to  review the  work 

done on the  propert ies o f  class  

es t imators,  both asymptotic  and smal l  

sample  properties .  The case  of  smal l  

dis turbances and  system es t imators has 

also  been covered.  In  the end s cope for 

their inves t iga tions is  brief ly  d iscussed .  
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An important  fami ly of  est imators tha t  

encompasses many interes t ing es t imators  

is  -class  est imators based  on the  

pioneer ing work and  studies o f [11]  and  

[3] .  

 

This fami ly for  the coeff icient  vector   i s  

def ined as  
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sca lar  character izing the  es t imators.  

Hence ,  i f  0k  ,  we ob ta in the OLS 

es t imators OLS̂  whi le  for  1k  ,  we  get  

2SLS es t imators SLS2̂ .  S imi lar ly i f  we 

take   to  be stochastic  and  

subst i tute k ,  we  get  LIML est imator  

where   i s  g iven by  
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plotted the k -c lass est imates in  the  

Girshick-Haavelmo model for  the values  

of k  ranging between 0  and 1.5 .  [2]  

es tabl i shed tha t  the k -class es t imator  can 

be interpreted  as  an ins trumental  var iab le 

es t imator .  Maeshiro[6 ]  considered a 

structural  equat ion containing only one 

exp lanatory jo int ly dependent  var iab le  

and expla ined that  from a given member 

of k -c lass,  how the o ther  k -c lass  

es t ima tors can be genera ted.  Oi[34 ]  

proved  that  the k -c lass est imator  can be 

der ived as c lassical  least  squares  

es t imator  in a  transformed structural  

equat ion,  and obtaine d a mathemat ica l  

rela t ionship  connect ing k -c lass and  two -

stage leas t  square es t imators.  He also 

showed tha t  k -c lass est imator  i s  a  

weighted average of ord inary leas t  squares  

and  two-stage leas t  squares es t imators.  A 

simple der iva tion of the identi ty between 

k -c lass and  two -stage leas t  squares can 

be worked  out  fo l lo wing [31] .  

The k -c lass  est imator  i s  

consis tent  when  
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The k -c lass est imator  has the same 

asymptot ic  second order  moment matr ix as  

the two s tage least  squares  est imator .  I t  i s  

shown tha t  a l l  the k -class  es t imators wi th 

charac ter iz ing sca lar  k  that  includes 

LIML est imator  too  have identical  

asymptot ic  propert ies and therefore the 

search for  an opt imal k  on the bas is of  

them is  fut i le .  

 

The large  sample approa ch was 

pioneered by Nagar[3 ]  who worked out  the 

bias vector  analyt ica l  methods,  an d mean 

square er ror  matr ix o f  the  asymptot ic  

dis tr ibution of consis tent  k -c lass 

es t imators wi th f ixed  k  as the number o f  

observations grow large .  

Kadane [14]added  the small  

dis turbance approach and ob ta ined the 

bias  vector  and mean squared er ror  matr ix 

of the asympto tic  dist r ibut ion of k -class 

es t imators when d isturbances are small .  

Later  Sawa[25]  envisaged a structural  

equat ion wi th mere ly one  explanatory 

joint ly dependent var iable and no  lagged  

endogenous var iables.  He der ived exact  
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express ions for  fir st  two moments  o f k -

class es t imators wi th  1k0   under  

normal i ty o f d isturbances .  As re ference 

[33]  provided a s imple,  der ivat ion of his 

result s .  They a lso  obta ined resul ts  when 

k  is  negative.  

 

For  est imating the dis turbance 

var iance
2 ,  a  general  fami ly o f  

es t imators s temming from k -class i s  

proposed by Bro wn et .a l . [10] .  An 

interes t ing subse t  o f tha t  f ami ly i s  def ined  

as fo l lo ws  
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  and   being the  sca lars  charac ter iz ing 

the es t imator .  

 

Brown e t  a l . [10]  s tudied the  smal l  

dis turbance approximat ions for  b ias and 

mean squared er ror .  Also ,  Sr ivastava [29 ]  

worked out  the  exact  moments o f  

es t imator  for  a  s truc tura l  equat ion 

conta ining mere ly one  explanatory 

endogenous var iab les  and no lagged 

endogenous  var iables  in  the model.  

Various spec ia l  cases o f  
2̂  are  in  

wide spread use.  But s t i l l  the est imation 

of covar iance‟s  o f dis turbances  has not  

rece ived suff ic ient  at tention.  The only 

work in this regard was done  by [30]  

For  fini te  sample propert ies o f var ious  

es t imat ion methods in  a  sys tem of 

simul taneous equation several  pioneer ing 

works inc ludes Basmann  [19,  20 ,  21 ] ,  

Kabe[7,  8 ]  and Bergstro m [1 ] .  They 

der ived  the exact  fini te -sample densi ty 

function of the two stage or  ordinary leas t  

square est imators in  cer ta in spec i fic  

sys tems includ ing at  least  three equations.  

o ther  s tudies  by Richardson [9] ,  Sawa [23,  

24] ,  Mariano[22]  and Takeuchi [16 ]  a lso 

considered the  fini te  sample problem and  

analysed  the exact  fini te  sample  

propert ies of the ordinary and two stage  

least  squares and or  l imi ted informat ion 

maximum likel ihood es t imators.  

Nagar  [3]  stud ied  the  small  sample 

propert ies o f  the genera l  k -c lass  

es t imators o f simul taneous equations.  He  

obtained two members o f the fami ly o f k -

class es t imators,  one to  be unbiased and 

the other  found to  possesses a  minimum 

second order  moment  around  the true  

parameter  value .  He a lso analyzed the b ias 

and  moment  matr ix  o f  the  genera l  k -c lass  

es t imators o f the  coeff icients  o f a  s ingl e 

equat ion which i s  a  par t  of simul taneous 

equat ions .  He gave theorems on b ias and  

moment matr ix which fo llo ws cer tain  

assumptions.  He ob ta ined the  bias  o f the 

2SLS est imators and  also gave the mo ment  

matr ix of the 2SLS est imators and the  

„bes t ‟ va lue of k  in a  cer tain sense.  

Quandt  [18] ,  computed wi th the 

he lp o f sampl ing exper iments on est imates 

for  a l ternat ive va lues o f  k ,  wi th emphasis 

on direct  least -squares   0k   and two 

stage-least  squares  1k  .  

He showed that  two  s tage least  squares 

es t imates a re not  unambiguously be tter  

than d irect  leas t  squares es t imates  in  

small  sample si tua tions.  However ,  the  

es t imates are re la t ively poor  when there  

are high mul t i -co l l inear i ty among 

exogenous  var iab les,  wi th  two stage leas t  

squares being re la t ive ly more affected .  

Also,  the distr ibut ion of two stage leas t  

squares has  higher  densi ty than direc t  

least  squares in some neighborhood of the 

true va lue,  but  i t  a l so has thicker  tai ls .  

The k  c lass est imates ob tained by Quandt  

[18]  may be considered ra t ional  

al terna tives to  bo th two -s tage leas t  

squares and di rec t  least  squares.  

     Cragg [13]  invest igated  these  result s  in 

addit ion to  giving more  exper ience in the 

use  o f s imul taneous-equation est imators.  

He invest iga ted six  es t imates o f  the 

structural  coefficients viz ,  ordinary least  

squares (OLS),  Two stage -least  square  

(2SLS),  Nagar ‟s  unbiased k -c lass 

es t imator  (UBK),  Limi ted information 

maximum likel ihood ( LIML),  Three -s tage  

least  squares  (3SLS) ,  Full  informat ion 

maximum likel ihood (FIML).  

The f ir st  four  are  the  members o f  

the k -class es t imators and est imates one  

equat ion at  a  t ime.  The other  two methods  

are ful l -model methods,  es t imat in g a l l  the  

coefficients simultaneously.  Ord inary 

least  squares  i s  biased  and  inconsis tent .  

2SLS,  UBK and LIML are consis tent  and  

al l  have the same asymptotic  dis tr ibution.  

3SLS and FIML are  consis tent  and  

eff ic ient  and  asympto tical ly the  same.  For  

f ini te  sample the di fferent  est imators are 

dis t inct .   

Several  stud ies have e i ther  invest igated 

the small  sample propert ies  o f some 
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spec i fic  member  o f k -c lass es t imator  in 

spec i fic  equation sys tem or  have  

invest igated the approximate  proper t ies o f  

the k -c lass es t imators.   Ho wever ,  no 

work has been done on exact  sample  

propert ies o f the simul taneous equat ions.  

Kadiya la[17]  stud ied  this  problem.  

He considered that  the OLS which 

corresponds  to  0k   minimizes the 

res idual  sum of squares but  i t  possesses 

an undesirab le property that  i t  is  

inconsistent .  The o ther  two popular ly used  

k -c lass es t imators are two stage least  

squares  (TSLE)  and the  l imi ted  

information s ingle  equation est imator  

(LISE) ,  corresponding to  1k   are  

consis tent  and have the same asymptot ic  

covariance matr ices.  There i s  no exac t  

sample cr i te r ion to  prefer  one over  the  

other ,  or  to  prefer  any consis tent  k -class  

es t imator  over  another  cons is tent  k -class  

es t imator .  

In es t imat ion of parameters o f  

econometr ic  re la t ions the f ini te  sample  

dis tr ibution of the  est imators are  

genera l ly unkno wn.  The f ini te  sample  

dis tr ibution of the est imators  l ike two 

stage least  squares or  k -class est imators 

is  no t  kno wn except  for  some spec ia l  

cases.  In this regard approach given by 

Nagar  [3 ,  5 ]  and o thers have  been 

adopted.  In this approach the sampling 

error  o f an est imator  i s  expressed as the  

sum of an inf ini te  ser ies o f random 

var iab les,  successive te rms of which are  

of decreas ing order  of sample  s ize .  

Therefore ,  the sample  propert ies o f the 

es t imators under  considera t ion can be 

approximated  by the  propert ies  o f  the  fi rs t  

few terms of the infini te  ser ies.   

Sr inivasan [26]  cr i t ic ized  the 

Nagar  approach saying i t  can yie ld  an 

es t imate  for  f ini te  sample b ias that  d i ffers  

from the true  fini te  sample  bias  and  ay 

suggest  that  the  bias i s  infini te .  I t  may 

also give infini te  va lued expressions for  

bias.  Ho wever  the resul t s  by Na gar  cannot 

be termed as  unbiased but  fur ther  

invest igat ions are requi red which has not  

been done.  I t  i s  sa id  that  Nagar  approach 

had  given inadequate  at tention to  the  

di fference be tween probabil i ty l imi t  o f a  

sequence of  rando m variables  and 

probabil i ty l imi t  o f  sequence  of  their  

expected va lues.  

To examine the small  sample  

propert ies o f class es t imators Monte -

Car lo  s tudies  have  been used wi th the  

assumption tha t  dis turbances are normal ly 

dis tr ibuted.  Est imators  l ike 3SLS and 

class  do no t  depend on the normal i ty  

of the dis turbances and their  asympto tic  

dis turbance has  a lso  been obta ined  

wi thout assuming normali ty o f  errors  

(Thei l  [12]) .  

The est imators studied  are OLS,  

2SLS,  3SLS and Ful l  information 

maximum likel ihood are asympto tic al ly 

eff ic ient .  I t  may be no ted tha t  l ikel ihood 

es t imator  and  2SLS are members  o f 

class for 0,  and 1 

respect ive ly.  Also  the  main f indings  o f 

the study i s  tha t  the small  sample  ranking 

of least  square ,  2SLS,  3SLS and FI ML 

es t imators,  except  in  a  few instances,  are 

invariant  to  the form of the e rror  

dis tr ibution.  The small  proper t ies are  

seems,  by and large to  accord wi th the 

asymptot ic  and f ini te  sample proper t ies o f  

the above est imators.  
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