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Abstract: In this paper a new product estimator has been 

proposed by exploiting the product estimators due to 

Srivastava (1983),  Agrawal and Jain (1989) and Panda and 

Sahoo (2015) . The expressions of  the bias and mean square 

error of the proposed  estimator, to the first order of 

approximation, are derived in general form. The new product 

estimator is found to perform better than its competing 

estimators from the standpoint of bias and mean square error 

both in one-phase sampling and two-phase sampling under 

conditions which hold good in practice. The theoretical 

findings are supported by a numerical illustration.     
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1. Introduction 

In survey sampling we consider a population of size 𝑁 whose 

units are arbitrarily labelled 1,2, …… . , 𝑁 and let 𝑦𝑖  and 𝑥𝑖  be 

the values for the 𝑖𝑡ℎ  unit (𝑖 = 1,2, … . 𝑁)  in respect of the 

study variable 𝑦  and the auxiliary variable 𝑥 , respectively. 

With a view to estimating the population total 𝑌 =  𝑦1 + 𝑦2 +

⋯ + 𝑦𝑁  or the population mean 𝑌 =
𝑌

𝑁
, a sample of size 𝑛 

drawn by simple random sampling without replacement. 

Under the assumption that 𝑦 and 𝑥 are negatively correlated, a 

possible choice for estimating the population mean 𝑌   is the 

customary product estimator given by   

𝑦 𝑃 =
𝑦 𝑥 

𝑋 
,                          (1.1) 

Where 𝑦  and 𝑥  are, respectively, the sample means in respect 

of the study and the auxiliary variables and 𝑋  is the population 

mean of the auxiliary variable. 

Making use of (1.1) as the mean per unit for the unobserved 

units in the population, Srivastava (1983) invoked the usual 

predictive approach due to Basu (1971) to suggest the 

estimator 

𝑦 𝑃
′ =

𝑛𝑦 

𝑁
+

 N−n 2𝑦 𝑥 

𝑁(𝑁𝑋 −n𝑥 )
.                  (1.2)                                     

Agrawal and Jain (1989) proposed a predictive product 

estimator given by  

𝑦 𝑃
′′ =

𝑦 𝑥 

𝑋 
 ,                          (1.3)                                    

where 𝑥  and 𝑋  are, respectively, the sample and population 

harmonic means of 𝑥  values defined as 

𝑥 =
𝑛

 
1

𝑥𝑖

𝑛
𝑖=1

  and  𝑋 =
𝑁

 
1

𝑥𝑖

𝑁
𝑖=1

. 

Combining the ideas due to Srivastava (1983) and Agrawal 

and Jain (1989), Panda and Sahoo (2015) proposed  the 

product estimator  

𝑦 𝑃
′′′ =

(N−n)𝑦 𝑥 

(N𝑋 −n𝑥 )
 .                     (1.4) 

2. The new product estimator 

 we propose the following product estimator  

𝑦 𝐻𝑃 = 𝑦  
𝑥 1 2 +𝑥 1 2 

𝑋 1 2 +𝑋 1 2  
𝛿

,                  (2.1)                                               

where the symbols have their usual meanings. The bias and 

mean square error of the estimator to the 1𝑠𝑡  degree of 

approximation, i.e., to 𝑂(𝑛−1) are given, respectively, by 

𝐵(𝑦 𝐻𝑃) =
N−n

Nn
𝑌  

δ

2
 ρ𝐶𝑦𝐶𝑥  +  

δ
2

8
𝐶𝑥

2                                  (2.2)          

𝑀𝑆𝐸 𝑦 𝐻𝑃 =
N−n

Nn
𝑌 2  𝐶𝑦

2 + 𝛿ρ𝐶𝑦𝐶𝑥 +  
δ

2

4
𝐶𝑥

2 ,                  (2.3)                        

here   𝐶𝑦
2 =

1

𝑁−1
 

(𝑦𝑖−𝑌 )2

Ȳ
2

𝑁
𝑖=1 ,    𝐶𝑥

2 =
1

𝑁−1
 

(𝑥𝑖−𝑋 )2

𝑋 2
𝑁
𝑖=1  and  𝜌 is 

the correlation coefficient between 𝑦 and 𝑥, assumed to be 

negative. 

3. Biases and Mean square errors of the competing 

estimators 

The biases of the competing estimators to 𝑂(𝑛−1)  have been 

arrived at as follows: 

𝐵 𝑦 𝑃 =
N−n

Nn
𝑌 𝜌𝐶𝑦𝐶𝑥                                                          (3.1)                                                                              

𝐵 𝑦 𝑃
′  =

N−n

Nn
𝑌  ρ𝐶𝑦𝐶𝑥 +  

𝑛

𝑁−𝑛
𝐶𝑥

2                                     (3.2)       

𝐵 𝑦 𝑃
′′ =

N−n

Nn
𝑌  ρ𝐶𝑦𝐶𝑥  + 𝐶𝑥

2                                             (3.3)                                                               

𝐵 𝑦 𝑃
′′′ =

N−n

Nn
𝑌  

N

N−n
 ρ𝐶𝑦𝐶𝑥  +  

N2

(𝑁−𝑛)2 𝐶𝑥
2 .                       (3.4)                           

Again the variance or mean square error of mean per unit 

estimator is given by 

𝑉 𝑦  = 𝑀𝑆𝐸 𝑦  =
(𝑁−𝑛)

𝑁𝑛
𝑌 2𝐶𝑦

2                                          (3.5) 

The mean square errors of the competing estimators  

𝑦 𝑃 , 𝑦 𝑃1
, 𝑦 𝑃

′ , 𝑦 𝑃
′′   are, to  𝑂(𝑛−1), found to be same  and is as 

follows: 
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𝑀𝑆𝐸 𝑦 𝑃 = 𝑀𝑆𝐸 𝑦 𝑃1
 = 𝑀𝑆𝐸 𝑦 𝑃

′  = 𝑀𝑆𝐸 𝑦 𝑃
′′     

                 =
N−n

Nn
𝑌 2 𝐶𝑦

2 +  2ρ𝐶𝑦𝐶𝑥 + 𝐶𝑥
2 ,                       (3.6)  

and    𝑀𝑆𝐸 𝑦 𝑃
′′′ =

N−n

Nn
𝑌 2  𝐶𝑦

2 +
2N

N−n
 ρ𝐶𝑦𝐶𝑥 +  

N2

(𝑁−𝑛)2 𝐶𝑥
2 .                                                                                        

                                                                                            (3.7)   

4. Optimum choice of the scalar 𝜹 

Differentiating (2.3) with respect to 𝛿 and equating it to zero, 

we get the optimum value of 𝛿 as 

𝛿𝑜𝑝𝑡 . = −2𝜌
𝐶𝑦

𝐶𝑥
                           (4.1)                                          

5. Efficiency Comparison 

In this section, we have derived the conditions under which 

the proposed estimator 𝑦 𝐻𝑃  is more efficient than the 

estimators   𝑦 𝑃 , 𝑦 𝑃1
, 𝑦 𝑃

′ , 𝑦 𝑃
′′  and  𝑦 𝑃

′′′. From (2.3), (3.5), (3.6) and 

(3.7) we find 

𝑀𝑆𝐸 𝑦 𝐻𝑃 < 𝑀𝑆𝐸 𝑦   

if   𝜌
𝐶𝑦

𝐶𝑥
< 0.                           (5.1)    

𝑀𝑆𝐸 𝑦 𝐻𝑃 < 𝑀𝑆𝐸 𝑦 𝑃 = 𝑀𝑆𝐸 𝑦 𝑃1
 = 𝑀𝑆𝐸 𝑦 𝑃

′  =

𝑀𝑆𝐸 𝑦 𝑃
′′   

if  𝜌
𝐶𝑦

𝐶𝑥
< −1                               (5.2) 

𝑀𝑆𝐸 𝑦 𝐻𝑃 < 𝑀𝑆𝐸 𝑦 𝑃
′′′  

if  𝜌
𝐶𝑦

𝐶𝑥
 𝜌

𝐶𝑦

𝐶𝑥
+

2𝑁

𝑁−𝑛
 > −

𝑁2

 𝑁−𝑛 2        (5.3) 

6. Biases and mean square errors   in two- phase sampling 

When 𝑋  is not known, we take recourse to two-phase 

sampling or double sampling. Under the technique, the 

expressions for the biases and mean square errors of the four 

estimators to the 1𝑠𝑡  degree of approximation, i.e, to 𝑂(𝑛−1)  

are as  given below: 

𝐵 𝑦 𝑃𝑑  =  
1

𝑛
−

1

𝑛 ′
 𝑌 𝜌𝐶𝑦𝐶𝑥                                                 (6.1) 

𝐵 𝑦 𝑃𝑑
′  =  

1

𝑛
−

1

𝑛 ′
 𝑌  ρ𝐶𝑦𝐶𝑥 +  

𝑛

𝑁−𝑛
𝐶𝑥

2                            (6.2)                             

𝐵 𝑦 𝑃𝑑
′′  =  

1

𝑛
−

1

𝑛 ′
 𝑌  ρ𝐶𝑦𝐶𝑥  + 𝐶𝑥

2                                    (6.3)        

𝐵 𝑦 𝑃𝑑
′′′  =  

1

𝑛
−

1

𝑛 ′
 𝑌  

N

N−n
 ρ𝐶𝑦𝐶𝑥  +  

N2

(𝑁−𝑛)2 𝐶𝑥
2                (6.4)                                                                          

𝐵 𝑦 𝐻𝑃𝑑  =  
1

𝑛
−

1

𝑛 ′
 𝑌  

δ

2
 ρ𝐶𝑦𝐶𝑥  +  

δ
2

8
𝐶𝑥

2                         (6.5)                                                            

𝑀𝑆𝐸 𝑦 𝑃𝑑  = 𝑀𝑆𝐸 𝑦 𝑃1𝑑
 = 𝑀𝑆𝐸 𝑦 𝑃𝑑

′  = 𝑀𝑆𝐸 𝑦 𝑃𝑑
′′   

    = 𝑌 2  ( 
1

𝑛
−

1

𝑁
)𝐶𝑦

2 + ( 
1

𝑛
−

1

𝑛 ′
)(2ρ𝐶𝑦𝐶𝑥 +  𝐶𝑥

2)                (6.6)   

and  𝑀𝑆𝐸 𝑦 𝑃𝑑
′′′  = 

𝑌 2   
1

𝑛
−

1

𝑁
  𝐶𝑦

2 +  
1

𝑛
−

1

𝑛 ′
   

2N

N−n
 ρ𝐶𝑦𝐶𝑥 +

N2

(𝑁−𝑛)2 𝐶𝑥
2  .     (6.7)                                                                                                 

      

𝑀𝑆𝐸 𝑦 𝐻𝑃𝑑  = 

𝑌 2   
1

𝑛
−

1

𝑁
  𝐶𝑦

2 +  
1

𝑛
−

1

𝑛 ′
   δ ρ𝐶𝑦𝐶𝑥 +

δ
2

4
𝐶𝑥

2  .                (6.8) 

                                 

Comparison of biases and mean square errors yield the same 

results as in the case of one-phase sampling discussed earlier. 

7. Numerical illustrations 

Illustration 1 

For the purpose of establishing the superiority of 𝑦 𝐻𝑃   over its 

competing estimators, we refer to an example from Maddala 

(1977, p. 96). 

𝑌 represents per-capita consumption, which is negatively 

correlated with deflated price of meat, i.e. beef (𝑥) . The 

following quantities have been computed: 

𝑁 = 16,   𝑛 = 4, 𝑌 = 72.625, 𝑋 = 77.362, 𝐶𝑦 =

0.129,  𝐶𝑥 = 0.152  and  𝜌 = −0.844 

Table-7.1 

Illustration 2  

Johnston, page 171 

𝑦 = Percentage of hives affected by disease 

𝑥 = Date of flowering of a particular summer species (number 

of days from January 1) 

𝑁 = 10, 𝑛 = 4, 𝑌 = 52, 𝑋 = 200, 𝐶𝑦 = 0.1562,  𝐶𝑥 =

0.04583  𝑎𝑛𝑑 𝜌 = −0.94  

Sl.No. Estimators Absolute 

biases 

Mean 

square 

error 

𝑦  

Percentage 

gain in 

efficiency 

over  

1 𝑦  0 16.4571 0 

2 𝑦 𝑃1
 0 6.5270 152.1388 

3 𝑦 𝑃 0.2253 6.5270 152.1388 

4 𝑦 𝑃
′  0.1198 6.5270 152.1388 

5 𝑦 𝑃
′′  0.0899 6.5270 152.1388 

6 𝑦 𝑃
′′′  0.2596 13.4497 22.3603 

7 𝒚 𝑯𝑷 0.0799 4.6480 254.0684 
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Table 7.2  
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The above table clearly points to the fact that the proposed 

estimator performs better than its competing estimators.  
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Sl.No. Estimators Absolute 

biases 

Mean 

square 

error 

𝑦  

Percentag

e gain in 

efficiency 

over  

1 𝑦  0 9.8960 0 

2 𝑦 𝑃1
 0 5.3134 86.25 

3 𝑦 𝑃 0.0525 5.3134 86.25 

4 𝑦 𝑃
′  0.0413 5.3134 86.25 

5 𝑦 𝑃
′′  0.0359 5.3134 86.25 

6 𝑦 𝑃
′′′  0.0421 3.1637 212.79 

7 𝒚 𝑯𝑷 0.0842 1.1762 741.35 


