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#### Abstract

Elliptic curve cryptography is a revolutionary in the history of public key cryptography that is protected by a hard problem Elliptic Curve Discrete Logarithm Problem (ECDLP). A wide research has been done on cryptanalysis of ECDLP. In 1978 Pollard developed an algorithm with a "Monte-Carlo" method for solving ECDLP called Pollard Rho attack which is the quickest algorithm. Since then the algorithm was modified to increase the efficiency of Pollard Rho algorithm in relatively short time to find the insecurity of the elliptic curve cryptosystem. The present paper designs a new random walk technique and collision detection algorithm to improve the performance of Pollard Rho algorithm.
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## I. INTRODUCTION

Invention of public-key cryptography is the mile stone in the history of cryptography. The principal focus of inventors of ECC [1,2] was the study of advantages of elliptic curve cryptography in wireless communications in place of well known traditional RSA cryptosystem. An affine equation E: $y^{2}+b_{1} x y+b_{3} y=x^{3}+b_{2} x^{2}+b_{4} x+$ $b_{6}$ over the set of real numbers is said to be weierstrass equation, where $b_{1}, b_{2}, b_{3}, b_{4}, b_{6}$ and $x$, y are real numbers. An elliptic curve for cryptographic purpose is defined by the equation $y^{2}=x^{3}+a x+b, 4 a^{3}+27 b^{2} \# 0$ over the prime field $\mathrm{F}_{\mathrm{p}}$.

## II. GROUP LAWS OF ELLIPTIC CURVE

Let E be an elliptic curve defined over the finite field of integers K. Addition of two points uses chord-andtangent rule to get the third point $[1,2,3]$. The set of all points on the elliptic curve over the finite field with addition as binary operation forms an abelian group with $\infty$, the point at infinity as identity element.

## A. Geometric Rules Of Addition

Let $\mathrm{P}\left(\mathrm{x}_{1}, \mathrm{y}_{1}\right)$ and $\mathrm{Q}\left(\mathrm{x}_{2}, \mathrm{y}_{2}\right)$ be two points on the elliptic curve E . The sum of the two points P and Q is $\mathrm{R}\left(\mathrm{x}_{3}, \mathrm{y}_{3}\right)$ which is the reflection of the point of intersection of the line through the points $P, Q$ and the elliptic curve about x axis. The same geometric interpretation also applies to two points P and -P , with the same x -coordinate. Here the points are joined by a vertical line, which is regarded as the intersecting point on the curve at the point infinity. $\mathrm{P}+(-\mathrm{P})=\infty$, the identity element which is the point at infinity $[1,2,3]$.

## B. Doubling The Point On The Elliptic Curve

If $\mathrm{P}\left(\mathrm{x}_{1}, \mathrm{y}_{1}\right)$ is point on the elliptic curve then 2 P is the reflection of the point of intersection of the tangent line at P and the elliptic curve about x axis $[1,2,3]$. Example of addition of two points and doubling of a point are shown in the following figures 1 and 2 for the elliptic curve $\mathbf{y}^{2}=\mathbf{x}^{3} \mathbf{- x}$.


Figure 1. Geometric addition


Figure 2. Geometric doubling
Identity: $\mathrm{P}+\infty=\infty+\mathrm{P}=\mathrm{P}$ for all E where $\infty$ is the point at infinity.
Negatives: - If $\mathrm{P}(\mathrm{x}, \mathrm{y})$ is a point on the elliptic curve then $(\mathrm{x}, \mathrm{y})+(\mathrm{x},-\mathrm{y})=\infty$. Where $(x,-y)$ is the negative of P denoted by -P .

Point addition:- If $\mathrm{P}\left(\mathrm{x}_{1}, \mathrm{y}_{1}\right), \mathrm{Q}\left(\mathrm{x}_{2}, \mathrm{y}_{2}\right)$ are two points where $\mathrm{P} \neq \mathrm{Q}$. Then $\mathrm{P}+\mathrm{Q}=\left(\mathrm{x}_{3}, \mathrm{y}_{3}\right)[1,2]$ where
$x_{3}=\left(\frac{y_{2}-y_{1}}{x_{2}-x_{1}}\right)^{2}-x_{1}-x_{2}$ and
$y_{3}=\left(\frac{y_{2}-y_{1}}{x_{2}-x_{1}}\right)\left(x_{1}-x_{3}\right)-y_{1}$
Point Doubling:- Let $\mathrm{P}\left(\mathrm{x}_{1}, \mathrm{y}_{1}\right) \in \mathrm{E}(\mathrm{K})$ where $\mathrm{P} \neq-\mathrm{P}$ then

$$
2 \mathrm{P}=\left(x_{3}, y_{3}\right)=[1,2] \text { where } x_{3}=\left(\frac{3 x_{1}^{2}+a}{2 y_{1}}\right)^{2}-2 x_{1} \text { and } y_{3}=\left\{\left.\frac{3 x_{1}^{2}+a}{2 y_{1}} \right\rvert\,\left(x_{1}-x_{3}\right)-y_{1}\right.
$$

Point Multiplication:-Let P be any point on the elliptic curve over the finite field of integers. Then the operation multiplication of P is defined as repeated addition [17]. $\mathrm{kP}=\mathrm{P}+\mathrm{P}+\ldots$ $\qquad$ .k times

## III Elliptic Curve Discrete logarithmic Problem

The strength of Elliptic Curve Cryptography depends on the hard problem known Elliptic Curve Discrete Logarithmic Problem $[3,4,6,19,20]$. Consider an equation $Q=x P$ where $Q, P \in E\left(F_{q}\right)$ the elliptic curve over the finite field and $x \in[1,2, \ldots \ldots q-1]$. It is relatively easy to calculate $Q$ for given $x$ and $P$. But it is relatively hard to determine $\mathrm{x}=\log _{P} Q$ given Q and P .

A wide research has been done on cryptanalysis of ECDLP [3]. In 1978 Pollard developed an algorithm using "Monte-Carlo" method to solve ECDLP called Pollard Rho attack which is a random method to compute discrete logarithm. Pollard Rho algorithm can be applied to cyclic groups. In group theory baby step giant step is a meet - in - middle algorithm to compute discrete logarithm. It is an ignorant method of finding discrete logarithm depending on space time tradeoff. Unlike baby step giant step Pollard Rho algorithm is more effective to complete the mission of finding DLP within the expected time of execution and with high probability. The design of the algorithm is to produce [5] a sequence of randomly generated terms $\left(\mathrm{X}_{\mathrm{i}}, \mathrm{a}_{\mathrm{i}}, \mathrm{b}_{\mathrm{i}}\right)$ where $X_{i}$ is the point on the elliptic curve $E\left(F_{q}\right)$. As $E\left(F_{q}\right)$ is a finite cyclic group the sequence finally converts to a periodic sequence and comes back to earlier term in the sequence. This periodic property helps to break the hardness of ECDLP in this algorithm. The cycle always does not start from the first term. So, the diagram of the sequence is similar to a Greek letter $\rho$ and is called Pollard Rho algorithm. Here the number of iterations before the cycle starts is called tail length $(\mathrm{t})$, the number of iterations after the cycle starts until the collision occurs is called cycle length (s).

## A. Pollard Rho Algorithm [9,13]

Consider an elliptic curve over the prime field $\mathrm{E}\left(\mathrm{F}_{\mathrm{q}}\right)$ where the order $\# \mathrm{E}\left(\mathrm{F}_{\mathrm{q}}\right)=\mathrm{n}$ and two points R,S such that S $=\mathrm{xR}$. ECDLP is to find out $\mathrm{x}=\log _{R} S$. The following steps are involved in the algorithm:

1. Set of points in the group are classified into three disjoint sets $\mathrm{A}_{1}, \mathrm{~A}_{2}, \mathrm{~A}_{3}$ roughly of the same size using a hash function.
2. An iteration function f of random walk is defined as $f\left(B_{i}\right)=B_{i+1}=\left\{\begin{array}{l}S+B_{i}, B_{i} \in A_{1} \\ 2 B_{i}, B_{i} \in A_{2} \\ R+B_{i}, B_{i} \in A_{3}\end{array}\right\} B_{i}=r_{i} R+s_{i} S$

Where $r_{i}, s_{i}$ are two random integers in $[0,1,2, \ldots \ldots . n-1]$. The random sequence of integers $\mathrm{r}_{\mathrm{i}}, \mathrm{s}_{\mathrm{i}}$ are determined by the iteration function
$r_{i+1}=\left\{\begin{array}{l}r_{i}, B_{i} \in A_{1} \\ 2 r_{i}(\bmod n), B_{i} \in A_{2} \\ r_{i}+1, B_{i} \in A_{3}\end{array}\right\}$
$s_{i+1}=\left\{\begin{array}{l}s_{i}+1, B_{i} \in A_{1} \\ 2 s_{i}(\bmod n), B_{i} \in A_{2} \\ s_{i}, B_{i} \in A_{3}\end{array}\right\}$
3. Using iteration function two points $\mathrm{Bj}, \mathrm{B} 2 \mathrm{j}$ are computed at random until the collision occurs.
4. If two points $B j=B 2 j$ is obtained for $j \neq 2 j$ then $x$ value is calculated as

$$
x=\frac{r_{2 j}-r_{j}}{s_{j}-s_{2 j}}(\bmod n)
$$

Using this algorithm the value of $x$ can be determined provided $\operatorname{gcd}\left[\left(s_{j}-s_{2 j}\right), n\right]=1$

Here the number of iterations [13] for the occurrence of the collision is approximately equal to $\sqrt{\pi n / 2}$. If n is a prime the probability of the positive result of the attack increases. In Pollard Rho algorithm the iteration function of random walk for finding random sequence of points is determined by probability distribution function. The following modifications have been done to boost up the parameters of Pollard Rho algorithm:

1. Increasing the number of partitions: In original algorithm the group elements are divided into three disjoint sets using a hash function. The partition technique was not clearly mentioned in the algorithm [4]. So, no straight forward method is there for splitting the group elements.

## 2. Existing methods for partitioning of the group elements and Iteration function of random walks:

i. Depending on the order of the group \# $\mathrm{E}\left[\mathrm{F}_{\mathrm{q}}\right]$ the elements are divided into three disjoint classes $\mathrm{A}_{1}, \mathrm{~A}_{2}, \mathrm{~A}_{3}$ roughly of the same size with y co-ordinate value between $\left[0, \frac{q}{a}\right)\left(\frac{q}{a}, \frac{2 q}{a}\right),\left[\frac{2 q}{a}, q\right)$ successively $[5,6]$.
ii. By reducing $x$ co-ordinate or $y$ co-ordinate to modulo 3 and making arbitrary choice to place $\infty$ the elements are divided into three disjoint classes [5,6].
iii. Teske [7, 8, 13, 14, 18] suggested that two factors play vital role in the overall performance of the Pollard Rho algorithm. First one increase of the number of partitions which increases the randomness of the iteration function. Second one enhancing the addition walks and point doubling operations. He recommended to classify the group elements into $g$ disjoint sets $\mathrm{A}_{1}, \mathrm{~A}_{2} \ldots \ldots \ldots \mathrm{~A}_{\mathrm{g}}$ roughly of the same size by reducing the x coordinate value mod g . Moreover he proposed and implemented an r adding walk and $\mathrm{g}+\mathrm{h}$ mixed walk where g is the number of point additions, $h$ the number of point doubling operations. For this the elements are divided into $g$ small subsets for g adding walk, $\mathrm{g}+\mathrm{h}$ small subsets for $\mathrm{g}+\mathrm{h}$ random walk. Also he defined a hash function $v: \mathrm{G}$ $\rightarrow\{1,2,3, \ldots . . \mathrm{g}\}$, used a rational approximation of

$$
\left(r_{i}, s_{i}\right)=\left\{\left(r+r_{j}\right)+\left(s+s_{j}\right)\right\} i f B_{i} \in A_{j} .
$$

Storehouse $[8,9,10,11,15,16]$ for the generated elements by iteration function is a major concern in Pollard Rho algorithm . Research is conducted on this issue to find the matching of two points as quickly as possible using Floyd's cycle detection algorithm called hair and tortoise algorithm [10], Brent's cycle detection algorithm using two pointer techniques and Nivasch's cycle finding algorithm using stack. In Nivasch's cycle finding algorithm $[10,11,12]$ a stack is generated and begins up empty. In each step j all the uppermost entries $\left(r_{i}, i\right)$ are removed (pop) from the stack for $r_{i}>r_{j}$. This process is continued until two points match each other. i.e., $r_{i}=r_{j}$ for $\mathrm{i} \neq \mathrm{j}$ so that the cycle length is j - i . Otherwise the entry $\left(r_{j}, j\right)$ is appended to the stack (push). Basing on this cycle finding algorithm Pollard Rho algorithm is modified. The primary idea here is to use a stack as storehouse for the elements generated by iteration function. Here the pairs ( $i, r_{i}, s_{i}, B_{i}$ ) are reserved in the stack with increasing sequence of $B_{i}$ in lexicographic order on $\mathrm{E}\left(\mathrm{F}_{\mathrm{q}}\right)$. If $B_{j}>B_{i}$ for $0<i<j$ then the pair $\left(j, r_{j}, s_{j}, B_{j}\right)$ is added (push) into the stack. Otherwise the top most entries ( $i, r_{i}, s_{i}, B_{i}$ ) are removed (pop) from the stack until the collision or match occurs. i.e., $B_{i}=B_{j}$ for $i \neq j$. This stack algorithm requires $\mathrm{n}(\mathrm{n}+1) \mid 2$ iterations $[10,12]$ to determine the matching of two points where n is the number of elements in the group.

## IV. Proposed method

The principal architecture of the present paper is to improve the performance of Pollard Rho algorithm in view of the major factors partitioning of the group elements, usage of more effective iteration function than what the earlier researchers used and easier as well as faster collision detection algorithm so that the hard problem ECDLP is weakened.

## A. Partition of the group elements

Increasing the number of partitions increases the calibre of
randomness of the iteration function. Basing on the literature division techniques of group elements in original Pollard Rho algorithm here also the elements on the elliptic curve $\mathrm{E}\left(\mathrm{F}_{\mathrm{q}}\right)$ are classified into three disjoint classes $\mathrm{A}_{1}, \mathrm{~A}_{2}, \mathrm{~A}_{3}$ roughly of the same size. Since the elements on the elliptic curve are symmetric about x - axis the
disjoint classes $A_{1}, A_{2}, A_{3}$ are further divided into three subclasses each. i.e, $A_{1}$ is divided into subclasses $A_{11}$, $\mathrm{A}_{12}, \mathrm{~A}_{13} ; \mathrm{A}_{2}$ is divided into $\mathrm{A}_{21}, \mathrm{~A}_{22}, \mathrm{~A}_{23} ; \mathrm{A}_{3}$ is divided into $\mathrm{A}_{31}, \mathrm{~A}_{32}, \mathrm{~A}_{33}$

## Iteration function of Random walk :

1. The group elements are divided into disjoint classes $\mathrm{A}_{11}, \mathrm{~A}_{12}, \mathrm{~A}_{13} ; \mathrm{A}_{21}, \mathrm{~A}_{22}, \mathrm{~A}_{23}, \mathrm{~A}_{31}, \mathrm{~A}_{32}, \mathrm{~A}_{33}$
2. Let $B_{i}=r_{i} R+s_{i} S$ where R, S are points on the elliptic curve $\mathrm{E}\left(\mathrm{F}_{\mathrm{q}}\right)$ and $r_{i}, s_{i}$ are two random numbers in $[0,1,2, \ldots \ldots . \mathrm{n}-1]$.An iteration function f of random walk is defined as

$$
\begin{aligned}
& \left\{\begin{array}{l}
\left.\left\{\begin{array}{l}
B_{i}+S, B_{i} \in A_{11} \\
B_{i}+2 S, B_{i} \in A_{12} \\
\mid \\
B_{i}+3 S, B_{i} \in A_{13}
\end{array}\right\} \right\rvert\,
\end{array}\right\} \\
& f\left(B_{i}\right)=B_{i+1}=\left\{\begin{array}{l}
\left\{\begin{array}{l}
2 B_{i}, B_{i} \in A_{21} \\
3 B_{i}, B_{i} \in A_{22} \\
\left\lvert\, \begin{array}{l}
\text { a }
\end{array}\right. \\
4 B_{i}, B_{i} \in A_{23}
\end{array}\right\} \\
\left.\left\lvert\, \begin{array}{l}
B_{i}+R, B_{i} \in A_{21} \\
B_{i}+2 R, B_{i} \in A_{32}
\end{array}\right.\right\} \mid \\
\left.\left\lvert\, \begin{array}{l}
B_{i}+3 R, B_{i} \in A_{33}
\end{array}\right.\right\}
\end{array}\right\}
\end{aligned}
$$

The sequence of integers $r_{i}, s_{i}$ are determined by the iteration function
3. Two points $B_{j}, B_{2 j}$ are computed at random until the collision of two points occurs If $B_{j}=B_{2 j}$ for $j \neq 2 j x$ value is calculated for $\mathrm{b}_{\mathrm{j}} \neq \mathrm{b}_{2 \mathrm{j}}$
$x=\frac{r_{2 j}-r_{j}}{s_{j}-s_{2 j}}(\bmod n)$

## Algorithm for finding iteration function

1: function $f\left(B_{i}\right): B_{i+1}$ where $B_{i}$ is initial point
2: if $B_{i} \in A_{11}$ then
3: $\mathrm{B}_{\mathrm{i}+1} \leftarrow \mathrm{~S}+\mathrm{B}_{\mathrm{i}}$
4: else if $\mathrm{B}_{\mathrm{i}} \in \mathrm{A}_{12}$ then
5: $\mathrm{B}_{\mathrm{i}+1} \leftarrow 2 \mathrm{~S}+\mathrm{B}_{\mathrm{i}}$

6: else if $\mathrm{B}_{\mathrm{i}} \in \mathrm{A}_{13}$ then
7: $\mathrm{B}_{\mathrm{i}+1} \leftarrow 3 \mathrm{~S}+\mathrm{B}_{\mathrm{i}}$
8: else if $\mathrm{B}_{\mathrm{i}} \in \mathrm{A}_{21}$ then
9: $\mathrm{B}_{\mathrm{i}+1} \leftarrow 2 \mathrm{~B}_{\mathrm{i}}$
10: else if $B_{i} \in A_{22}$ then
11: $\mathrm{B}_{\mathrm{i}+1} \leftarrow 3 \mathrm{~B}_{\mathrm{i}}$
12: else if $B_{i} \in A_{23}$ then
13: $\mathrm{B}_{\mathrm{i}+1} \leftarrow 4 \mathrm{~B}_{\mathrm{i}}$
14: else if $B_{i} \in A_{31}$ then
15: $\mathrm{B}_{\mathrm{i}+1} \leftarrow \mathrm{R}+\mathrm{B}_{\mathrm{i}}$
16: else if $B_{i} \in A_{32}$ then
17: $\mathrm{B}_{\mathrm{i}+1} \leftarrow 2 \mathrm{R}+\mathrm{B}_{\mathrm{i}}$
18: else if $B_{i} \in A_{33}$ then
19: $\mathrm{B}_{\mathrm{i}+1} \leftarrow 3 \mathrm{R}+\mathrm{B}_{\mathrm{i}}$
20: end if
21: return $B_{i}$
22: end function

## Algorithm for finding ( $\mathbf{r}_{\mathrm{i}+1}, \mathrm{~S}_{\mathrm{i}+1}$ )

1: function $r_{i+1}=f\left(r_{i}\right) ; s_{i+1}=f\left(s_{i}\right)$
2: if $B_{i} \in A_{11}$ then
3: $\mathrm{r}_{\mathrm{i}+1} \leftarrow \mathrm{r}_{\mathrm{i}}, \mathrm{s}_{\mathrm{i}+1} \leftarrow \mathrm{~s}_{\mathrm{i}}+1$
4: else if $B_{i} \in A_{12}$ then
5: $r_{i+1} \leftarrow 2 r_{i}, s_{i+1} \leftarrow s_{i}+2$
6: else if $B_{i} \in A_{13}$ then
7: $\mathrm{r}_{\mathrm{i}+1} \leftarrow 3 \mathrm{r}_{\mathrm{i}}, \mathrm{s}_{\mathrm{i}+1} \leftarrow \mathrm{~s}_{\mathrm{i}}+3$
8: else if $\mathrm{B}_{\mathrm{i}} \in \mathrm{A}_{21}$ then
9: $\mathrm{r}_{\mathrm{i}+1} \leftarrow 2 \mathrm{r}_{\mathrm{i}}, \mathrm{s}_{\mathrm{i}+1} \leftarrow 2 \mathrm{~s}_{\mathrm{i}}$
10: else if $B_{i} \in A_{22}$ then
11: $\mathrm{r}_{\mathrm{i}+1} \leftarrow 4 \mathrm{r}_{\mathrm{i}}, \mathrm{s}_{\mathrm{i}+1} \leftarrow 4 \mathrm{~s}_{\mathrm{i}}$
12: else if $\mathrm{B}_{\mathrm{i}} \in \mathrm{A}_{23}$ then
$\mathrm{r}_{\mathrm{i}+1} \leftarrow 6 \mathrm{r}_{\mathrm{i}}, \mathrm{s}_{\mathrm{i}+1} \leftarrow 6 \mathrm{~s}_{\mathrm{i}}$
13: else if $B_{i} \in A_{31}$ then
14: $\mathrm{r}_{\mathrm{i}+1} \leftarrow \mathrm{r}_{\mathrm{i}}+1, \mathrm{~s}_{\mathrm{i}+1} \leftarrow \mathrm{~s}_{\mathrm{i}}$
15: else if $B_{i} \in A_{32}$ then
16: $\mathrm{r}_{\mathrm{i}+1} \leftarrow \mathrm{r}_{\mathrm{i}}+2, \mathrm{~s}_{\mathrm{i}+1} \leftarrow 2 \mathrm{~s}_{\mathrm{i}}$
17: else if $\mathrm{B}_{\mathrm{i}} \in \mathrm{A}_{33}$ then
18: $\mathrm{r}_{\mathrm{i}+1} \leftarrow \mathrm{r}_{\mathrm{i}}+3, \mathrm{~s}_{\mathrm{i}+1} \leftarrow 3 \mathrm{~s}_{\mathrm{i}}$
19: end if
20: return $\mathrm{r}_{\mathrm{i}}, \mathrm{s}_{\mathrm{i}}$.

## Algorithm for Collision Detection algorithm

Require: R,S, $\left(\mathrm{A}_{11}, \mathrm{~A}_{12}, \mathrm{~A}_{13}\right),\left(\mathrm{A}_{21}, \mathrm{~A}_{22}, \mathrm{~A}_{23}\right),\left(\mathrm{A}_{31}, \mathrm{~A}_{32}, \mathrm{~A}_{33}\right)$
Ensure: Integer 1 where $S=x R$
1: $B_{i} \leftarrow r_{i} R+s_{i} S$ where $i$ is integer
1: $\mathrm{a}_{\mathrm{i}} \leftarrow$ random $\left.\in\right] 0 ; \mathrm{n}[$, i is integer
2: $b_{i} \leftarrow$ random $\left.\in\right] 0 ; n[$, $i$ is integer
3: $\mathrm{m} \leftarrow 0$
4: $\mathrm{B}_{0} \leftarrow \mathrm{r}_{0} \mathrm{R}+\mathrm{s}_{0} \mathrm{~S}$
5: for all $m$ if $B_{m} \neq B_{2 \mathrm{~m}}$ do
6: $\left(B_{m+1}, r_{m+1}, s_{m+1}\right) \leftarrow f\left(B_{m}\right), f\left(r_{m}, s_{m}\right)$

7: $\left(\mathrm{B}_{2(\mathrm{~m}+1)}, \mathrm{r}_{2(\mathrm{~m}+1)}, \mathrm{s}_{2(\mathrm{~m}+1)}\right) \leftarrow \mathrm{f}\left(\mathrm{f}\left(\mathrm{B}_{2 \mathrm{~m}}\right)\right), \mathrm{f}\left(\mathrm{f}\left(\mathrm{r}_{2 \mathrm{~m}}, \mathrm{~s}_{2 \mathrm{~m}}\right)\right)$
8: m: m+1
9: if $\mathrm{B}_{\mathrm{m}}=\mathrm{B}_{2 \mathrm{~m}}$ and $\mathrm{s}_{\mathrm{m}} \neq \mathrm{s}_{2 \mathrm{~m}}$ then
10: $\mathrm{X} \leftarrow \frac{r_{2 m n}-T_{m \pi}}{s_{m n}-s_{2 m}} \bmod (\mathrm{n})$
11: else if $\mathrm{s}_{\mathrm{m}}=\mathrm{s}_{2 \mathrm{~m}}$ then
12: $\mathrm{r}_{0} \leftarrow$ random $\left.\in\right] 0$; n [
13: $\mathrm{s}_{0} \leftarrow$ random $\left.\in\right] 0 ; \mathrm{n}$ [
14: $\mathrm{m} \leftarrow 0$
15: end if
16: end for
17: return X
Example 1 comparison with original Pollard Rho algorithm:
Consider an elliptic curve $E\left(F_{37}\right) y^{2}=x^{3}+2 x+9$ over the prime field $F_{37}$
There are 43 points on the curve
$\{0,(5,25),(1,30)(21,32),(7,25),(25,12),(4,28),(0,34),(16,17),(15,26),(27,32),(9,4)$,
(2,24),(26,5),(33,14),(11,17),(31,22),(13,30),(35,21),(23,7),(10,17),(29,6),(29,31),(10,20),
$(23,30),(35,16),(13,7),(31,15), \quad(11,20),(33,23),(26,32), \quad(2,13),(9,33),(27,5),(15,11),(16,20),(0,3),(4,9),(25,25)$, $(7,12),(21,5),(1,7),(5,12)\}$

Since $\mathrm{p}=37$, basing on the value of y co-ordinate the points are classified into 3 disjoint sets $\mathrm{A}_{1}, \mathrm{~A}_{2}, \mathrm{~A}_{3}$ as follows:
$A_{1}=\{0,(5,25),(1,30)(21,32),(7,25),(25,12),(4,28),(0,34),(16,17),(15,26),(27,32),(9,4),(2,24),(26,5)\}$
$\mathrm{A}_{2}=(33,14),(11,17),(31,22),(13,30),(35,21),(23,7),(10,17),(29,6),(29,31),(10,20),(23,30),(35,16),(13,7)$, $(31,15)\}$
$\mathrm{A}_{3}=\{(11,20),(33,23),(26,32),(2,13),(9,33),(27,5),(15,11),(16,20),(0,3),(4,9),(25,25),(7,12),(21,5),(1,7),(5,12)\}$
Let $\mathrm{P}=(25,12), \mathrm{Q}=(35,21), \mathrm{a}_{0}=1, \mathrm{~b}_{0}=0, \mathrm{~B}_{0}=\mathrm{P}$
Random sequence of points are computed using the iteration function of the original Pollard Rho algorithm $f\left(B_{i}\right)=B_{i+1}=\left\{\begin{array}{l}Q+B_{i}, B_{i} \in A_{1} \\ 2 B_{i}, B_{i} \in A_{2} \\ P+B_{i}, B_{i} \in A_{3}\end{array}\right\}$
$a_{i+1}=\left\{\begin{array}{l}a_{i}, B_{i} \in A_{1} \\ 2 a_{i}(\bmod n), B_{i} \in A_{2} \\ a_{i}+1, B_{i} \in A_{3}\end{array}\right\} \quad b_{i+1}=\left\{\begin{array}{l}b_{i}+1, B_{i} \in A_{1} \\ 2 b_{i}(\bmod n), B_{i} \in A_{2} \\ b_{i}, B_{i} \in A_{3}\end{array}\right\}$

| i | $\mathrm{B}_{\mathrm{i}}$ | $\mathrm{a}_{\mathrm{i}}$ | $\mathrm{b}_{\mathrm{i}}$ |
| :---: | :---: | :---: | :---: |
| 0 | $(25,12)$ | 1 | 0 |
| 1 | $(10,20)$ | 1 | 1 |
| 2 | $(21,32)$ | 2 | 2 |
| 3 | $(29,6)$ | 2 | 3 |
| 4 | $(5,12)$ | 4 | 6 |
| 5 | $(7,25)$ | 5 | 6 |
| 6 | $(29,31)$ | 5 | 7 |
| 7 | $(5,25)$ | 10 | 14 |


| 8 | $(23,7)$ | 10 | 15 |
| :---: | :---: | :---: | :---: |
| 9 | $(25,25)$ | 20 | 30 |
| 10 | $(0,0)$ | 21 | 30 |
| 11 | $(35,21)$ | 21 | 31 |
| 12 | $(0,3)$ | 5 | 25 |
| 13 | $(1,7)$ | 6 | 25 |
| 14 | $(21,32)$ | 7 | 25 |

Since $B_{2}=B_{14}=(21,32)$ then $\left[a_{2}\right] P+\left[b_{2}\right] Q=\left[a_{14}\right] P+\left[b_{14}\right] Q$
$\Rightarrow 2(25,12)+2(35,21)=7(25,12)+25(35,21)$ which gives
$\mathrm{X}=\frac{\mathbb{a}_{2 m 1}-\mathbb{a}_{\mathrm{mI}}}{\bar{B}_{\mathrm{in}}-\bar{b}_{2 \pi n}}=\frac{7-2}{2-25}=(5) \cdot(14)^{-1} \bmod 37=3$ Therefore $\mathrm{X}=\log _{\mathrm{P}} \mathrm{Q}=30$
Now using the proposed algorithm the group elements are divided into disjoint classes
$\mathrm{A}_{11}=\{0,(5,25),(1,30)(21,32),(7,25)\} \mathrm{A}_{12}=\{(25,12),(4,28),(0,34),(16,17),(15,26)\}$
$\mathrm{A}_{13}=\{(27,32),(9,4),(2,24),(26,5)\} \mathrm{A}_{21}=\{(33,14),(11,17),(31,22),(13,30),(35,21)\}$
$\mathrm{A}_{22}=\{(23,7),(10,17),(29,6),(29,31),(10,20)\}$
$A_{23}=\{(23,30),(35,16),(13,7),(31,15)\}$
$A_{31}=\{(11,20),(33,23),(26,32),(2,13),(9,33)\}$
$A_{32}=\{(27,5),(15,11),(16,20),(0,3),(4,9)\}$
$A_{33}=\{(25,25),(7,12),(21,5),(1,7),(5,12)\}$.
The random walk is performed using the newly designed iteration algorithm

$$
\begin{aligned}
& \left.\left.\left\{\begin{array}{l}
\left\{B_{i}+Q, B_{i} \in A_{11}\right. \\
\mid\left\{B_{i}+2 Q, B_{i} \in A_{12}\right.
\end{array}\right\} \right\rvert\,\right\} \\
& \left|\left|B_{i}+3 Q, B_{i} \in A_{13}\right|\right| \\
& f\left(B_{i}\right)=B_{i+1}=\left\{\begin{array}{l}
\left\{\begin{array}{l}
2 B_{i}, B_{i} \in A_{21} \\
3 B_{i}, B_{i} \in A_{22} \\
\mid \\
4 B_{i}, B_{i} \in A_{23}
\end{array}\right\} \\
\left.\left\{\begin{array}{l}
B_{i}+P, B_{i} \in A_{21} \\
B_{i}+2 P, B_{i} \in A_{32} \\
\left.\left\lvert\, \begin{array}{l}
B_{i}+3 P, B_{i} \in A_{33}
\end{array}\right.\right\}
\end{array}\right\} \right\rvert\,
\end{array}\right.
\end{aligned}
$$

The sequence of integers $a_{i}, b_{i}$ are determined by the iteration function


Let $\mathrm{P}=(25,12), \mathrm{Q}=(35,21), \mathrm{a}_{0}=1, \mathrm{~b}_{0}=0, \mathrm{~B}_{0}=\mathrm{P}$

| I | $\mathrm{B}_{\mathrm{i}}$ | $\mathrm{a}_{\mathrm{i}}$ | $\mathrm{b}_{\mathrm{i}}$ |
| :--- | :--- | :--- | :--- |
| 0 | $(25,12)$ | 1 | 0 |
| 1 | $(11,17)$ | 2 | 2 |
| 2 | $(26,32)$ | 4 | 4 |
| 3 | $(1,7)$ | 5 | 4 |
| 4 | $(31,22)$ | 8 | 12 |
| 5 | $(9,33)$ | 16 | 24 |
| 6 | $(0,0)$ | 17 | 24 |
| 7 | $(25,12)$ | 17 | 25 |

Since $\mathrm{B}_{0}=\mathrm{B}_{7}=(25,12)$ then $\left[\mathrm{a}_{0}\right] \mathrm{P}+\left[\mathrm{b}_{0}\right] \mathrm{Q}=\left[\mathrm{a}_{7}\right] \mathrm{P}+\left[\mathrm{b}_{7}\right] \mathrm{Q}$
$\Rightarrow 1(25,12)+0(35,21)=17(25,12)+25(35,21)$ which gives
$\mathrm{X}=\frac{a_{2 m n}-a_{m \pi}}{b_{m m}-b_{2 m}}=\frac{17-1}{0-25}=(16) \cdot(-24)^{-1} \bmod 37=10$

## Example 2

Consider the elliptic curve $E\left(F_{97}\right) y^{2}=x^{3}-7 x+10$ over $\mathrm{F}_{97}$
The points on the curve are $\{0,(1,2),(1,95),(2,2),(2,95),(3,4),(3,93),(5,10),(5,87),(9,26),(9,71),(11,10),(11,87)$, $(13,46), \quad(13,51),(15,46),(15,51), \quad(19,25),(19,72),(21,43),(21,54),(23,45),(23,52),(24,38)$, $(24,59),(29,25),(29,72),(31,22),(31,75),(36,40),(37,35),(37,62),(40,1),(40,96),(41,29),(41,68),(43,8),(43,89)$, (44,37),(44,60),(46,11),(46,86),(49,25),(49,72),(51,44),
(51,53),(52,34),(52,63),(53,3),(53,94),(54,21),(54,76),(55,18),(55,79),(63,36),(63,61),(64,0),(64,97),(67,34),(67, 63),
(69,46),(69,51),(73,15),(73,82),(74,41),(74,56),(75,34),(75,63),(79,30)(79,67),(80,39),(80,58),(81,10),(81,87),(8 $7,27),(87,70),(94,2),(94,95),(95,4),(95,93),(96,4),(96,93)\}$

Let $\mathrm{a}_{0}=2, \mathrm{~b}_{0}=3, \mathrm{P}=(23,45) ; \mathrm{Q}=(43,89), \mathrm{R}_{0}=(13,51)$
Basing on x co-ordinate value the points on the curve are divided into disjoint classes
$\mathrm{A}_{1}=\{(3,4), \quad(3,93), \quad(9,26), \quad(9,71), \quad(15,46), \quad(15,51), \quad(21,43)$, $(21,54),(24,38),(24,59),(36,40),(36,57),(51,44),(51,53),(54,21),(54,76),(63,36),(63,61),(69,46),(69,51)$, (75,34), (75,63), (81,10),(81,87),(87,27),(87,70),(96,4),(96,93)\}
$A_{2}=\{(1,2),(1,95),(13,46),(13,51),(19,25),(19,72),(31,22),(31,75),(37,35),(37,62),(40,1),(40,96),(43,8)$, $(43,89),(46,11),(46,86),(49,25),(49,72),(52,34),(52,63),(55,18),(55,79),(64,0),(64,97),(67,34),(67,63)$, $(73,15),(73,82),(79,30),(79,67),(94,2),(94,95)\}$
$A_{3}=\{(2,2),(2,95),(5,10),(5,87),(11,10),(11,87),(23,45),(23,52),(29,25),(29,72),(41,29),(41,68),(44,37)$, $(44,60),(53,3),(53,94),(74,41),(74,56),(80,39),(80,58),(95,4)$, $(95,93)\}$

The random walk using original Pollard Rho algorithm is

| I | $\mathrm{B}_{\mathrm{i}}$ | $\mathrm{a}_{\mathrm{i}}$ | $\mathrm{b}_{\mathrm{i}}$ |
| :--- | :--- | :--- | :--- |
| 0 | $(13,51)$ | 2 | 3 |
| 1 | $(80,39)$ | 4 | 6 |
| 2 | $(19,72)$ | 5 | 6 |
| 3 | $(95,93)$ | 10 | 12 |
| 4 | $(1,2)$ | 11 | 12 |
| 5 | $(96,93)$ | 22 | 24 |
| 6 | $(51,44)$ | 22 | 25 |


| 7 | $(21,54)$ | 22 | 26 |
| :--- | :--- | :--- | :--- |
| 8 | $(69,46)$ | 22 | 27 |
| 9 | $(80,58)$ | 22 | 28 |
| 10 | $(44,37)$ | 23 | 28 |
| 11 | $(55,18)$ | 24 | 28 |
| 12 | $(3,93)$ | 48 | 56 |
| 13 | $(19,25)$ | 48 | 57 |
| 14 | $(95,4)$ | 96 | 114 |
| 15 | $(79,30)$ | 97 | 114 |
| 16 | $(3,93)$ | 194 | 228 |
| 17 | $(19,25)$ | 194 | 229 |

Since $B_{13}=B_{17}=(19,25)$ then $\left[a_{13}\right] P+\left[b_{13}\right] Q=\left[a_{17}\right] P+\left[b_{17}\right] Q$
$\Rightarrow 48(23,45)+57(43,89)=0(23,45)+35(43,89)$ which gives
$X=\frac{a_{2 m}-a_{m n}}{b_{m n}-b_{2 m 1}}=\frac{0-48}{57-35}=(-48) \cdot(22)^{-1} \bmod 97=(-48) \cdot(75) \bmod 97=-3600 \bmod 97=86$
Therefore $\mathrm{X}=\log _{\mathrm{p}} \mathrm{Q}=86$

## The random walk using the newly designed algorithm is

$\mathrm{A}_{11}=\{(9,26),(9,71),(36,40),(36,57),(54,21),(54,76),(63,36),(63,61),(81,10),(81,87)\}$
$\mathrm{A}_{12}=\{(1,2),(1,95),(19,25),(19,72),(37,35),(37,62),(46,11),(46,86),(55,18),(55,79),(64,0),(64,97),(73,15),(73,82)\}$
$\mathrm{A}_{13}=\{(2,2),(2,95),(11,10),(11,87),(29,25),(29,72),(74,41),(74,56)\}$
$\mathrm{A}_{21}=\{(3,4),(3,93),(21,43),(21,54),(75,34),(75,63)\}$
$\mathrm{A}_{22}=\{(13,46),(13,51),(31,22),(31,75),(40,1),(40,96),(49,25),(49,72),(67,34),(67,63),(94,2),(94,95)\}$
$A_{23}=\{(5,10),(5,87),(23,45),(23,52),(41,29),(41,68),(95,4),(95,93)\}$
$\mathrm{A}_{31}=\{(15,46),(15,51),(24,38),(24,59),(51,44),(51,53),(69,46),(69,51),(87,27),(87,70),(96,4),(96,93)\}$
$\mathrm{A}_{32}=\{(43,8),(43,89),(52,34),(52,63),(79,30),(79,67)\}$
$\mathrm{A}_{33}=\{(44,37),(44,60),(53,3),(53,94),(80,39),(80,58)\}$

| I | $\mathrm{B}_{\mathrm{i}}$ | $\mathrm{a}_{\mathrm{i}}$ | $\mathrm{b}_{\mathrm{i}}$ |
| :--- | :--- | :--- | :--- |
| 0 | $(13,51)$ | 2 | 3 |
| 1 | $(74,41)$ | 8 | 12 |
| 2 | $(21,54)$ | 24 | 15 |
| 3 | $(80,39)$ | 36 | 30 |
| 4 | $(69,51)$ | 39 | 90 |
| 5 | $(36,83)$ | 40 | 90 |
| 6 | $(54,21)$ | 41 | 90 |
| 7 | $(53,94)$ | 41 | 91 |
| 8 | $(74,41)$ | 44 | 273 |

Since $\mathrm{B}_{1}=\mathrm{B}_{8}=(74,41)$ then $\left[\mathrm{a}_{1}\right] \mathrm{P}+\left[\mathrm{b}_{1}\right] \mathrm{Q}=\left[\mathrm{a}_{8}\right] \mathrm{P}+\left[\mathrm{b}_{8}\right] \mathrm{Q}$
$\Rightarrow 8(23,, 45)+12(43,89)=44(23,45)+273(43,89)$ which gives
$\mathrm{X}=\frac{a_{2 m}-a_{m m}}{b_{m m}-b_{2 m}}=\frac{44-8}{12-273}=(36) .(261)^{-1} \bmod 97=40$

Therefore $\mathrm{X}=\log _{\mathrm{P}} \mathrm{Q}=40$

| S.No. | Example | No. of iterations <br> in original <br> Pollard algorithm | Collision detection in <br> original Pollard Rho <br> algorithm | No. of iterations in <br> Proposed algorithm | Collision detection in <br> proposed algorithm |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 14 | $\mathrm{~B}_{2}=\mathrm{B}_{14}$ | 7 | $\mathrm{~B}_{0}=\mathrm{B}_{7}$ |
| 2 | 2 | 17 | $\mathrm{~B}_{13}=\mathrm{B}_{17}$ | 8 | $\mathrm{~B}_{1}=\mathrm{B}_{8}$ |

Proposed Collision Detection Algorithm: Stack is an ordinary method used for abstract data type in many programming languages associated with two operations push and pop. When compared to original Pollard Rho algorithm cycle detection algorithm using stack requires less number of iterations. Stack with n iterations uses 40 n bytes. The number of iterations for n items in stack method is $\mathrm{n}(\mathrm{n}+1) \mid 2$. To achieve the better performance for collision detection here we propose a new technique using insertion sorting rather than stack method. In data structures insertion sorting is a simple sorting algorithm works similar to the procedure of playing cards. This sorting technique is as efficient as advanced sorting algorithms like quicksort, heapsort and practically more efficient with time complexity $\log (\mathrm{n})$. Suppose some unsorted numbers are to be sorted in ascending order, the second element of the array is compared with the first element. If it is smaller than the first element then it is placed in the position of the first element. Next the third element is compared with the prior elements. If it is smaller than first one then it is inserted in the first element's position. If it is smaller than second and larger than first then it is placed in the second position. The process iterates further until the elements are arranged in the ascending order.

Example: Consider an unsorted array 9,5,2,4,7. It is sorted as

| 9 | 5 | 2 | 4 | 7 |
| :--- | :--- | :--- | :--- | :--- |
| 5 | 9 | 2 | 4 | 7 |
| 2 | 5 | 9 | 4 | 7 |
| 2 | 5 | 4 | 9 | 7 |
| 2 | 4 | 5 | 9 | 7 |
| 2 | 4 | 5 | 9 | 7 |
| 2 | 4 | 5 | 7 | 9 |

The same technique is applied here for fast collision detection. Insertion sorting is performed depending on Y co-ordinate. The Y co-ordinate values are sorted in the ascending order. The x co-ordinate value and the index of the point ( $\mathrm{B}_{0}, \mathrm{~B}_{1}, \mathrm{~B}_{2} \ldots \ldots$ ) are also changed accordingly along with their Y co-ordinate value. Example: Consider the points generated by iteration function $B_{0}=(2,3) B_{1}=(2,1) B_{2}=(3,5)$ $B_{3}=(5,4) B_{4}=(9,3) B_{5}=(3,5)$

| $y$ | 3 |
| :---: | :---: |
| $x$ | 2 |
| i | 0 |


$B_{0}=$| $y$ | 1 | 3 |
| :--- | :--- | :--- |
| $x$ | 2 | 2 |
| $i$ | 1 | 0 |


$B_{1}=$| $y$ | 1 | 3 | 5 |
| :--- | :--- | :--- | :--- |
| $x$ | 2 | 2 | 3 |
| $i$ | 1 | 0 | 2 |

$\mathrm{B}_{2}=$

| y | 1 | 3 | 4 | 5 |
| :--- | :--- | :--- | :--- | :--- |
| x | 2 | 2 | 5 | 3 |
| i | 1 | 0 | 3 | 2 |$\quad \mathrm{~B}_{3}=\quad \mathrm{B}_{4}=$| y | 1 | 3 | 4 | 5 | 9 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| x | 2 | 2 | 5 | 3 | 3 |
| i | 1 | 0 | 3 | 2 | 4 |


| y | 1 | 3 | 4 | 5 | 5 | 9 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| x | 2 | 2 | 5 | 3 | 3 | 3 |
| i | 1 | 0 | 3 | 2 | 5 | 4 |

$\mathrm{B}_{5}=$

Then $\mathrm{B}_{2}=\mathrm{B}_{5}$

## Algorithm for Insertion Sorting:

1: start
2: Initialize $i=o$, flag $=0$
3:Loop starts if (flag $==0$ )
4:calculate $R_{i}$ and result stores in $K$ where $K$ is the point $K=\left(x_{i}, y_{i}\right)$
5: Insertion sort of $(\mathrm{K}, \mathrm{i})$ at position P
6:check p and $(\mathrm{p}-1)$ positions are equal or not [Data in $\mathrm{p}^{\text {th }}$ position, data in $(\mathrm{p}-1)^{\text {th }}$ position]
7:If $[\mathrm{D}(\mathrm{p})==\mathrm{D}(\mathrm{p}-1)]$ flag $=1$
8:i = i++
9:loop ends
10: stop
Conclusions: in original Pollard Rho algorithm for random function f both tail and cycle length is expected $\sqrt{\frac{\pi n}{2}}$ where n is the order of the elliptic curve. So, two points match each other in $\sqrt{\frac{\pi n}{2}}$ iterations. So,30 to $35 \%$ more number of iterations than the expected number is required for the occurrence of the collision of two points. This is because the random walks in the iteration function are not sufficient enough to meet the collision. Research specifies that increasing the number of partitions, addition walks and point doubling operations enhances the fastness of random walk to meet the collision quickly, so that the quality of the algorithm will also be improved. Here in the proposed algorithm the subsets $\mathrm{A}_{1}, \mathrm{~A}_{2}, \mathrm{~A}_{3}$ are further divided into three disjoint classes each. In addition the iteration function is modified by increasing the number of addition walks and point doubling operations. The speed of the iteration function is shown clearly in the table for examples 1 and 2. In example 1 the random walk using original Pollard Rho algorithm finds the matching after 14 iterations (tail length 3, cycle length 11) for the elliptic curve $E\left(F_{37}\right) y^{2}=x^{3}+2 x+9$ where \# $E\left(F_{37}\right)=43$. i.e., $B_{2}=B_{14}$. For the same curve using the proposed method the collision is found just for 7 iterations. i.e, $B_{0}=R_{7}$ (tail length 0 , cycle length 7)0. In the second example for the elliptic curve $E\left(F_{97}\right) y^{2}=x^{3}-7 x+10$ where \# $E\left(F_{97}\right)$ $=82$, original algorithm finds the matching after doing 17 iterations whereas the proposed algorithm detects the collision for 9 iterations $B_{1}=B_{8}$ (tail length 1, cycle length 8 ). These two examples comprehensively explain the improvement of the Pollard Rho algorithm over the original algorithm. The present paper also explains a new technique of collision detection using insertion sorting. Literature on Pollard rho modifications state that the performance of the algorithm is improved by using stack for collision detection. But in stack method at each step only one (top most point) is compared for push or pop which requires $n(n+1) \mid 2$ iterations in the best case. Besides insertion sorting for collision detection has linear running time $O(\mathrm{n})$ for the best case and quadratic running time $O\left(\mathrm{n}^{2}\right)$ for the worst case. In original pollard Rho algorithm the pair $\left(\mathrm{B}_{\mathrm{i}}, \mathrm{B}_{2 \mathrm{i}}\right)$ is stored and in each step a new pair is generated, compared with the earlier pair and the earlier pair is discarded. But in this new collision detection technique using insertion sorting technique all the generated points $B_{i}$ are stored with increasing sequence of y co-ordinate. No element is deleted from the array but every element is compared with previous element for matching. So, this paper presents a new technique for partitioning of the group elements with better iteration function of random walk. Moreover a new procedure of collision detection using insertion sorting technique is suggested. The two proposed techniques together will speed-up the performance of original Pollard Rho algorithm.
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