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Abstract

In this paper the authors considered optimal control problem involving time delay in the
state vector and control vector. Previously some of the authors [1] in their papers consid-
ered small delay in optimal control problem. Further literature has been found regarding
comparatively large delay [2]. Question arises that how large the delays may be considered
so that Pontryagin’s maximum principle may be developed . Here in this paper the authors
considered delays in both the state vector and the control vector and find the restriction on
the delays to develop Pontryagin’s maximum principle with such delay looking for largest
possible.
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INTRODUCTION
So far as real world continuous phenomena are concerned, delay differential equation is more be
fitting than ordinary differential equations. Now control problems associated with ordinary dif-
ferential equations representing dynamical systems are well studied in the literature. Also control
problems modeled by differential equation involving small time delay[1] and comparatively large
delay [2], ignoring higher degree terms are well studied. But similar problems without ignoring
any higher degree terms are not well studied. Hence it is essential to consider control problems
with large time delay, without ignoring any higher degree terms. With this in view, the present
paper suitably generalizes the well known Pontryagin’s maximum principle, which is an essential
tool for solving an optimal control problem, without ignoring any higher degree terms for largest
possible delay.

1. GENERAL FORM OF THE CONTROL PROBLEM INVOLVING CONSTANT DELAY

Problem I

Let the dynamical system be given by
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ẋ = f(t, x(t), xτ (t), u(t), uτ ′ (t))........ (1)

where t ∈ [0, 1] ⊂ R , x(t) ∈ Rn, u(t) ∈ Rm ,xτ (t) = x(t− τ) ∈ Rn,uτ ′(t) = u(t− τ ′) ∈ Rm and
f : R × Rn × Rn × Rm × Rm −→ Rn is a continuously differentiable mapping. Here the delay
are not small, hence higher order τ and τ ′ are not negligible.
Let the objective criteria be given by

Maximize J(u) = φ(t1, x(t1)) +
∫ t1
0
F (t, x(t), xτ (t), u(t), uτ ′ (t))dt..... (2)

where φ : R×Rn −→ R, F : R×Rn ×Rn ×Rm ×Rm −→ R are also differentiable mappings.
Here we would like to develop Pontryagin’s Maximum principle without ignoring any higher or-
der terms of τ and τ ′ . Before going to prove the actual Theorem let us prove the following lemma.

Lemma 1
The series of the form
τ ẍ(t)− τ2

2! ẍ̇(t) + ......+ (−1)n τ
n

n! x
n+1(t) + ....

is uniformly concergent if |τnxn+1(t)| < 1 and x(t) is continuously differentiable .
Proof of the lemma:
The given series is a series of real valued functions.By the given condition |τnxn+1(t)| < 1 and
∀n.If we take Mn = 1

n! then every term un(x) of the series satisfies |un| ≤ Mn ∀n. And since
the series Σ|Mn| is convergent. Then by the Weierstrass’s M-test the given series is uniformly
convergent . this proves the lemma
By the above lemma we can denote

ψ1(ẍ(t), ẍ̇(t), ...) = τ ẍ(t)− τ2

2! ẍ̇(t) + ......+ (−1)n τ
n

n! x
n+1(t) + ....

if |τnxn+1(t)| < 1 and x(t) is continuously differentiable function ∀n.
similarly we can write

ψ2(ü(t), ü̇(t), ...) = τ ′ü(t)− τ ′2

2! ü̇(t) + ......+ (−1)n τ
′n

n! u
n+1(t) + ....

for |τ ′nun+1(t)| < 1 , and continuously differentiable function u(t). ∀n .

Theorem 1
A necessary condition that (x∗, u∗) is a solution of the control problem I with |τnxn+1(t)| < 1,
|τ ′nun+1(t)| < 1 , there exist a co-state vector p(t) ∈ Rn such that PT (t1) = (∂φ∂x )t=t1 ,

ṖT + ∂H
∂x + ∂H

∂xτ
= 0 and (∂H∂u + ∂H

∂uτ′
)u̇ = ψ1

∂H
∂xτ

+ ψ2
∂H
∂uτ′

at u = u∗ where

H(t, x, xτ , u, uτ ′ , p) = F (t, x, xτ , u, uτ ′) + pT f(t, x, xτ , u, uτ ′);

Proof of the Theorem:

We first introduce the co-state vector p(t) to construct the augmented functional Ja(u) ,
as given by
Ja(u) = φ( t1, x(t1)) +

∫ t1
0

[F (t, x, xτ , u, uτ ′ ) + pT (f(t, x, xτ , u, uτ ′ ))− ẋ]dt
Applying the rule of integration by parts we get
Ja(u) = φ( t1, x(t1))− [pTx]t1 +

∫ t1
0

[H(t, x, xτ , u, uτ ′ , p) + ṗTx]dt
Where the Hamiltonian function H(t, x, xτ , u, uτ ′ , p) is defined
H(t, x, xτ , u, uτ ′ , p) = F (t, x, xτ , u, uτ ′ )+pT f(t, x, xτ , u, uτ ′ )
Now the variation δJa of Ja(u) is given by

δJa = (∂φ∂x − p
T )δx|t=t1 +

∫ t1
0

[∂H∂x δx+ ∂H
∂xτ

δxτ + ∂H
∂u δu+ ∂H

∂u
τ
′
δuτ ′ + ṗT δx]dt

Now applying Taylor’s theorem we get
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xτ (t) = x(t− τ) = x(t)− τ ẋ(t) + τ2

2! ẍ(t)− τ3

3! ẍ̇(t) + ...+ (−1)n−1 τ
n

n! x
n(t) + ...

This implies

δxτ = δx− τ ẍδt+ τ2

2! ẍ̇δt− ...(−1)n−1 τ
n

n! x
n+1(t)δt+ ...

by lemma 1 and by the given condition of the theorem the series τ ẍ− τ2

2! ẍ̇+...(−1)n−1 τ
n

n! x
n+1(t)+

... is convergent. And thus
δxτ = δx− ψ1(ẍ(t), ẍ̇(t), ...)δt

Where ψ1(ẍ(t), ẍ̇(t), ...) = τ ẍ(t)− τ2

2! ẍ̇(t) + ....+ (−1)n τ
n

n! x
n+1(t) + ...

Similarly we can write
δuτ ′ = δu− ψ2(ü(t), ü̇(t), ...)δt

Where ψ2(ü(t), ü(̇t), ...) = τ
′
ü(t)− τ

′2

2! ü̇(t) + ....+ (−1)n τ
′n

n! u
n+1(t) + ...

Therefore finally we get
δJa = (∂φ∂x − p

T )δx|t=t1 +
∫ t1
0

[∂H∂x δx+ ∂H
∂xτ

(δx− ψ1δt) + ∂H
∂u δu+ ∂H

∂u
τ
′
(δu− ψ2δt) + ṗT δx]dt

= (∂φ∂x − p
T )δx|t=t1 +

∫ t1
0

[(∂H∂x + ∂H
∂xτ

+ ṗT )δx+ (∂H∂u + ∂H
∂u

τ
′
)δu− ψ1

∂H
∂xτ

δt− ψ2
∂H
∂u

τ
′
δt]dt

We now choose p(t) so that
pT = ∂φ

∂x at t = t1 i.e. pT (t1) = ∂φ
∂x |t=t1 and ∂H

∂x + ∂H
∂xτ

+ ṗT = 0
Then under this choice of p(t), δJa becomes

δJa =
∫ t1
0

[(∂H∂u + ∂H
∂u

τ
′
)δu− ψ1

∂H
∂xτ

δt− ψ2
∂H
∂u

τ
′
δt]dt

Assuming that Ja is maximum corresponding to u = u∗, we have δJa = 0 at u = u∗ this gives
(∂H∂u + ∂H

∂u
τ
′
)δu− ψ1

∂H
∂xτ

δt− ψ2
∂H
∂u

τ
′
δt = 0 at u = u∗

i.e. (∂H∂u + ∂H
∂u

τ
′
)δu = (ψ1

∂H
∂xτ

+ ψ2
∂H
∂u

τ
′
)δt at u = u∗

or, (∂H∂u + ∂H
∂u

τ
′
) δuδt = (ψ1

∂H
∂xτ

+ ψ2
∂H
∂u

τ
′
) at u = u∗

Taking the limit as δt→ 0 we get
(∂H∂u + ∂H

∂u
τ
′
)u̇ = (ψ1

∂H
∂xτ

+ ψ2
∂H
∂u

τ
′
) at u = u∗

This proves the theorem.

OBSERVATION:

If |τ | < 1 and |x(n+1)(t)| < 1 , then |τnx(n+1)(t)| < 1 and in this case the necessary condi-
tions remain unchange. In this paper we try to find the largest possible delay. If |τ | > 1 then
from the condition |τnx(n+1)(t)| < 1 we can say that the delay τ is largest possible depending
on |x(n+1)(t)| < 1

τn .

similarly the delay τ ′ is largest possible depending on |u(n+1)(t)| < 1
τ ′n .

SOME SPECIAL CASES:

(1) If the delay occurs only in the state vector x(t), then the above necessary conditions of
optimality becomes;
pT (t1) = (∂φ∂x )t=t1 , ṗT + ∂H

∂x + ∂H
∂xτ

= 0, and ∂H
∂u u̇ = ψ1

∂H
∂xτ

(2) If the delay occurs only in the control vector u(t), then the above conditions becoms:
pT (t1) = (∂φ∂x )t=t1 , ṗT + ∂H

∂x = 0, and (∂H∂u + ∂H
∂uτ′

)u̇ = ψ2
∂H
∂uτ′

(3) If there is no delay, then the above results agrees with the condition given by Pontrya-
gin’s maximum principle.
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(4) If both the delays are very small then ψ1 = τ ẍ(t) and ψ2 = τ ′ü(t) . Then the result
becoms PT (t1) = (∂φ∂x )t=t1 , ṖT + ∂H

∂x + ∂H
∂xτ

= 0 and (∂H∂u + ∂H
∂uτ′

)u̇ = τ ẍ(t) ∂H∂xτ + τ ′ü(t) ∂H
∂xτ′

, i.e

the result agrees with the corresponding result in [1].

(5) If both the delays are comparatively large such as [2], then ψ1 = τ ẍ(t) − τ2

2! ẍ̇(t) and

ψ2 = τ ′ü(t) − τ ′2

2! ü̇(t). then the result becoms PT (t1) = (∂φ∂x )t=t1 , ṖT + ∂H
∂x + ∂H

∂xτ
= 0 and

(∂H∂u + ∂H
∂uτ′

)u̇ = τ ẍ(t) ∂H∂xτ −
τ2

2! ẍ̇(t) ∂H∂xτ + τ ′ü(t) ∂H
∂xτ′
− τ ′2

2! ü̇(t) ∂H
∂uτ′

, i.e the result agrees with the

corresponding result in [2].
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