
International Journal of Mathematics Trends and Technology (IJMTT) – Volume 65 Issue 11 - Nov 2019 
 

 ISSN: 2231-5373                             http://www.ijmttjournal.org                                Page 99 

A Non-uniform Bound on Poisson 

Approximation for Random Sums of Negative 

Binomial Random Variables 

Kanint Teerapabolarn 
#1

 

# Department of Mathematics, Faculty of Science, Burapha University,  

Chonburi, 20131, Thailand 
 

Abstract This paper uses the Stein-Chen method to determine a non-uniform bound for the point metric between 

the distribution of random sums of independent negative binomial random variables and a Poisson distribution. 

Three examples are provided to illustrate applications of the result obtained. 

 

Keywords  Negative binomial distribution, Poisson approximation, point metric, random sums, Stein-Chen 
method. 

I. INTRODUCTION 

Let
 1 2, ,...X X  be a sequence of independent non-negative integer-valued random variables. Let us consider 

the sum 
1

M

M ii
S X


 , where M  is a positive integer-valued random variable, which is independent of the 

iX ’s. The sum MS  is called random sums. For 1 2, ,...X X  is a sequence of independent Bernoulli random 

variables, some authors have tried to determine uniform and non-uniform bounds in the Poisson approximation 

to the distribution of MS , which can be found in [11], [3] and [6]. For 1 2, ,...X X  is a sequence of independent 

geometric random variables, [7] and [8] gave uniform and non-uniform bounds for approximating the 

distribution of MS
 
by a Poisson distribution. 

Let 1 2, ,...X X  be a sequence of independent negative binomial random variables, each with probability 

function
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N {0}x  , where 1i iq p  , and   a Poisson random variable with mean  . 

In the case, [9] gave a uniform bound for the total variation distance between the distributions of MS  and   as 

follows:   
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Consider the inequality (1), if 0 0{ },  N {0},A x x    then a uniform counterpart of the bound in (1) for the 

point metric between the distributions of MS  and   is as follows:   
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where  
0 0 0, ( ) ( ) .x M Md S P S x P x      

 It can be seen that the bound in (2) is a uniform bound with respect to 0x , does not depend on 0x . Thus, it 

may not be good enough for measuring the accuracy of the approximation. In this case, a non-uniform bound 
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with respect to 0x  is required. However, the probability
1

( 0) i
N

r
M i

i
P S E p



 
   

 
can be directly computed. In this 

paper, we focus on determining a non-uniform bound for the point metric  
0

,x Md S   when 0 N.x        

II. METHOD 

In 1972, [5] introduced a power full method for the normal approximation, which is Stein’s method. Later, 

[2] developed and applied Stein’s method to the Poisson approximation, which is referred to as the Stein-Chen 

method. Stein’s equation for Poisson distribution with mean 0  , for given h, is of the form 
 

    ( ) ( ) ( 1) ( )h x P h f x xf x     ,                          (3) 

where 
0
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   and f and h are bounded real valued functions defined on N {0} . For 

N {0}A  , let : N {0} RAh    be defined by 
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                              (4) 

Following [1], putting { }xh  by xh  and for 0 N {0}x   , the solution 
0 0{ }x xf f  of (3) can be expressed as 
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where Nx  and 1 {0,1,..., 1}xC x   . 

For giving the desired result, we also need the following lemmas. 

Lemma 1. For 0, N,x x  then the following inequality holds:  

0
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1 1
sup ( ) min ,x
x

e
f x
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([4]).             (6) 

Lemma 2. If : N {0}g R  is any bounded function and Z is the Poisson random variable with mean   then 

the following identity holds:  

 

      ( 1) ( )E g Z E Zg Z     ([1]).                  (7) 

Lemma 3. Let 0, N,x n  1
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n ii
S X


  and 

1
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    then we have the following. 
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Proof. [10] showed that  
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  (by Lemma 2.1) 
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which gives the inequalities (8) and (9).                            

III. RESULT 

The main point of this study is to determine a non-uniform bound for the point metric  
0

,x Md S  . The 

following theorem gives the desired result.   
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Theorem 1.  For 0 N,x    then we have the following inequality. 
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Proof. It follows the fact that  
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       (by Lemma 3)   
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In the next step, we have to bound  0
,

Mxd    . Appling Stein’s equation in (3), it follows that 
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  (by Lemma 1).           (12) 

Combining (11) and (12), the inequality (10) is obtained.                           

If 1 2 1,r r  L  then the result in (10) is a Poisson approximation to the distribution of random sums of 

independent geometric random variables with respect to 
1

.
M

M ii
q


  The following corollary presents the 

result mentioned. 

Corollary 1. For 0 N,x   if 1 2 1r r  L  and 
1

,
M

M ii
q


  then the following inequality holds: 
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If iX ’s are identically distributed, then the following corollary is a consequence of Theorem 1. 

Corollary 2. For 0 N,x   if 1 2r r r  L  and 1 2 ,p p p  L  then we have the following. 
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IV. EXAMPLES 

This section gives three examples to illustrate applications of the result when all iX ’s are identically 

distributed. 

Example 1. Let k  be a fixed positive integer and M a discrete random variable with the probability function  

   

1
,  , 1, 2,

( ) 3

0 ,  otherwise.
M

n k k k
p n
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Thus, we have ( ) 1E M k   and 
2

( ) .
3

E M E M   In the case of 1 2r r r  L  and 1 2 ,p p p  L  we have 

( 1)k rq    and for 0 N,x   
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Example 2. Let M be a discrete random variable with the probability function  

   
1 2

,  1,2,...,
( ) 2 3

    0     ,  otherwise.
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Example 3. Let M be a discrete random variable with the probability function  
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V. CONCLUSION 

In this study, the Stein-Chen method was used to determine a non-uniform bound for the point metric between 

the distribution of random sums of independent negative binomial random variables and a Poisson distribution 

with mean 
1

M

i ii
E r q



   
 
 , where ir  and 1i ip q   are parameters of each negative binomial distribution 

and M is a positive integer-valued random variable, which is independent of all negative binomial random 

variables. In view of this bound, the Poisson distribution with this mean can be used as an approximation of the 

distribution of the random sums mentioned above if all iq  are small or   is small. 
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