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ABSTRACT: The aim of the present paper is to establish new integrals involving generalized multivariable Mittag-Leffler function $E_{\rho_{j}, \beta, p_{j}}^{\gamma_{j}, l_{j}, q_{j}}(z)$ associated with a general class of polynomials. The integral obtained is unified in nature and act as key formula from which we can obtain as their special cases, integral formulae concerning a large number of simpler special functions and polynomials. For the sake of illustration, we record here three corollaries as special cases of our main formula which are also new and of interest by themselves. The findings of the present results are basic in nature and are likely to find useful applications in several fields

## I. INTRODUCTION

The Swedish mathematician Gosta Mittag-Leffler [3] in 1903, introduced the function $E_{\rho}(z)$ defined as

$$
\begin{equation*}
E_{\rho}(z)=\sum_{n=0}^{\infty} \frac{(z)^{n}}{\Gamma(\rho n+1)} \quad\{\rho, z \in C ; \operatorname{Re}(\rho)>0\} \tag{1.1}
\end{equation*}
$$

where $\Gamma(\mathrm{z})$ is the familiar Gamma function.The Mittag- Leffler function (1.1) reduces immediately to the exponential function $\mathrm{e}^{\mathrm{z}}=E_{1}(z)$ when $\alpha=1$. Mittag- Leffler function naturally occurs as the solution of fractional order differential equation or fractional order integral equations.

During the last century and due to its involvement in the problems of physics, engineering, and applied sciences, many authors defined and studied in their research papers different generalizations of Mittag-leffler type function,namely $E_{\rho, \beta}(z)$ as Wiman[10] function, $E_{\rho, \beta}^{\gamma}(z)$ stated by Prabhakar [4], $E_{\rho, \beta}^{\gamma, p}(z)$ defined and studied by Shukla and Prajapati [6] ,and $E_{\rho, \beta, q}^{\gamma, l, p}(z)$ investigated by Salim and Faraj[5].

The multivariate analogue of generalized Mittag-Leffler function $E_{\rho, \beta}^{\gamma}(z)$ is setup and studied by Saxena et al. [1] in the following form

$$
\begin{align*}
E_{\rho_{j}, \beta}^{\gamma_{j}}\left(z_{1}, \ldots \ldots . z_{m}\right) & =E_{\left(\rho_{1}, \ldots, \rho_{m), \beta}\right.}^{\left(\gamma_{1}, \ldots . \gamma_{m}\right)}\left(z_{1}, \ldots . z_{m}\right) \\
& =\sum_{r_{1}, \ldots, r_{m}=0}^{\infty} \frac{\left(\gamma_{1}\right)_{r_{1}} \ldots . .\left(\gamma_{m}\right)_{r_{m}}}{\Gamma\left(\beta+\sum_{j=1}^{m} \rho_{j} r_{j}\right)} \frac{\left(z_{1}\right)^{r_{1}} \ldots\left(z_{m}\right)^{r_{m}}}{r_{1}!\ldots r_{m}!} \tag{1.2}
\end{align*}
$$

where

$$
\beta, \rho_{j}, \gamma_{j} \in C \text { and } \operatorname{Re}\left(\rho_{j}\right)>0 ; j=0,1,2, \ldots m
$$

A further generalization of multivariate analogue of generalized Mittag-Leffler function $E_{\rho, \beta, q}^{\gamma, l, p}(z)$ was also mentioned,Saxena et al.[1]in terms of the following multiple series:

$$
\begin{equation*}
E_{\left(\rho_{1}, \ldots, \rho_{m)}, \beta\right.}^{\left(\gamma_{1}, \ldots, \gamma_{m} ; l_{1}, \ldots \ldots l_{m)}\right)}\left(z_{1}, \ldots \ldots . z_{m}\right)=\sum_{r_{1}, \ldots, r_{m}=0}^{\infty} \frac{\left(\gamma_{1}\right)_{l_{1} r_{1} \ldots \ldots\left(\gamma_{m}\right)_{l_{m} r_{m}}}^{\Gamma\left(\beta+\sum_{j=1}^{m} \rho_{j} r_{j}\right)} \frac{\left(z_{1}\right)^{r_{1}} \ldots .\left(z_{m}\right)^{r_{m}}}{r_{1}!\ldots r_{m}!}}{\Gamma} \tag{1.3}
\end{equation*}
$$

where

$$
\beta, \rho_{j}, \gamma_{j}, l_{j} \in C \operatorname{and}\left(\left\{\operatorname{Re}\left(\rho_{j}\right), \operatorname{Re}\left(l_{j}\right)\right)>0 ; j=0,1,2, \ldots m .\right.
$$

Recently Meena et al [2] introduced a multivariable generalization of Mittag- Leffler function as

$$
\begin{equation*}
E_{\left(\rho_{j ; \beta ; \beta} ; q_{j)}\right.}^{\left(\gamma_{j} ; l_{j} ; p_{j}\right)}\left(z_{1}, \ldots . z_{m}\right)=\sum_{r_{1}, \ldots, r_{m}=0}^{\infty} \frac{\left(\gamma_{1}\right)_{p_{1} r_{1}} \ldots . .\left(\gamma_{m}\right)_{p_{m} r_{m}}}{\Gamma\left(\beta+\sum_{j=1}^{m} \rho_{j} r_{j}\right)} \frac{\left(z_{1}\right)^{r_{1}} \ldots\left(z_{m}\right)^{r_{m}}}{\left(l_{1}\right)_{\left.q_{1} r_{1} \ldots \ldots \ldots . k_{m}\right)_{q_{m} r_{m}}}^{\Gamma}} \tag{1.4}
\end{equation*}
$$

where

$$
\begin{align*}
& \beta, \rho_{j}, \gamma_{j}, l_{j} \in C ; \min _{1 \leq j \leq m}\left\{\operatorname{Re}(\beta), \operatorname{Re}\left(\rho_{j}\right), \operatorname{Re}\left(\gamma_{j}\right), \operatorname{Re}\left(l_{j}\right)\right\}>0 \\
& \text { and } p_{j}, q_{j}>0 ; p_{j}<q_{j}+\operatorname{Re}\left(\rho_{j}\right) ; j=0,1,2, \ldots m \tag{1.5}
\end{align*}
$$

Equation (1.4) is just a multivariable generalized formula of Mittag-Leffler function ; its various properties including differentiation,Laplace, Beta, and Mellin transforms, and generalized hypergeometric series form and its relationship with other type of special functions were investigated and established by Meena etal.

General class of polynomial $S_{V}^{U}[x]$ introduced by Srivastava [7] is defined as:

$$
\begin{equation*}
S_{V}^{U}[x]=\sum_{R=0}^{\left[\frac{V}{U}\right]} \frac{(-V)_{U R} A_{V, R} x^{R}}{\Gamma(R+1)} \tag{1.6}
\end{equation*}
$$

Where U is an arbitrary positive integer, the cofficient $A_{V, R}$ are arbitrary constants, real or complex and $(a)_{n}$ denotes the Pochhammer symbol defined by

$$
(a)_{n}=\frac{\Gamma(a+n)}{\Gamma(a)}=\left\{\begin{array}{cc}
1 & \text { if } n=0 \\
a(a+1) \ldots \ldots(a+n-1) & \forall n \in\{1,2,3 \ldots\}
\end{array}\right.
$$

If x=0 $A_{0,0}=1$,then $S_{V}^{U}[x]$ reduces to unity.
If we take $\mathrm{U}=2, A_{V, R}=(-1)^{R}$ in (1.6) the General class of polynomial is reduced to Hermite Polynomial [9, p.106, $\operatorname{Eq}(5.54)]$.

$$
\begin{align*}
& S_{V}^{U}[x] \rightarrow x^{\frac{V}{2}} H_{V}\left(\frac{1}{2 \sqrt{x}}\right)  \tag{1.7}\\
& H_{V}(x)=\sum_{R=0}^{\left[\frac{V}{2}\right]} \frac{(-1)^{R}(2 x)^{V-2 R} \Gamma(V+1)}{\Gamma(R+1) \Gamma(V-2 R+1)} \tag{1.8}
\end{align*}
$$

If we take $\mathrm{U}=1, A_{V, R}=\frac{(V+1)_{R}}{\Gamma(R+1) \Gamma(R+1)}$ in (1.6) the General class of polynomial is reduced to Bateman Polynomials [8, p.183, Eq.(42 );1,pp. 574 \&575]

$$
\begin{align*}
& S_{V}^{U}[x] \rightarrow Z_{V}(x)  \tag{1.9}\\
& Z_{V}(x)={ }_{2} F_{2}\binom{-V, V+1 ;}{1,1}
\end{align*}
$$

If we take $\mathrm{U}=1, A_{V, R}=\binom{V+\alpha}{V} \frac{1}{(\alpha+1)_{R}}$ in (1.6) the General class of polynomial is reduced to Laguerre Polynomials [9, p.101, Eq.(5.1.6 )]

$$
\begin{equation*}
S_{V}^{1}[x] \rightarrow L_{V}^{(\alpha)}(x) \tag{1.11}
\end{equation*}
$$

$L_{V}^{(\alpha)}(x)=\sum_{R=0}^{V}\binom{V+\alpha}{V} \frac{(-V)_{R}}{(\alpha+1)_{R}} \frac{(x)^{R}}{\Gamma(R+1)}$
This paper is devoted for the study new integrals of generalized multivariable Mittag-Leffler function $E_{\rho_{j}, \beta_{j}, q_{j}}^{\gamma_{j}, l_{j}, p_{j}}(z)$ defined in (1.4) associated with a general class of polynomials.

## II. RESULT REQUIRED

In this section, we establish an integral formula involving the multivariable generalized Mittag-Leffler function $E_{\rho_{j}, \beta_{j}}^{\gamma_{j}, q_{j}, p_{j}}(z)$ defined in (1.4), which is required to establish main result

## Theorem 1

$$
\begin{align*}
& \text { If } \rho_{j}, \gamma_{j}, l_{j}, \lambda, \delta \in C ; \min \left\{\operatorname{Re}\left(\rho_{j}\right), \operatorname{Re}\left(\gamma_{j}\right), \operatorname{Re}\left(l_{j}\right), \operatorname{Re}(\delta)\right\}>0 \text { and } p_{j}, q_{j}>0 ; l_{j} \in N,(j=0,1, \ldots m) \\
& \text { and } \lambda \notin Z_{0}^{-}, \text {then } \\
& \frac{1}{\Gamma \delta} \int_{0}^{1} u^{\lambda-1}(1-u)^{\delta-1} E_{\rho_{j}, \lambda, q_{j}}^{\gamma_{j}, l_{j, ~}, p_{j}}\left[z_{1} u^{\rho_{1}}, \ldots \ldots . z_{m} u^{\rho_{m}}\right] d u=E_{\rho_{j}, \lambda+\delta, q_{j}}^{\gamma_{j}, l_{j}, p_{j}}\left[z_{1}, \ldots \ldots . z_{m}\right] \tag{2.1}
\end{align*}
$$

## Proof:

$$
\begin{align*}
& \frac{1}{\Gamma \delta} \int_{0}^{1} u^{\lambda-1}(1-u)^{\delta-1} E_{\rho_{j}, \lambda, q_{j}}^{\gamma_{j}, l_{j}, p_{j}}\left[z_{1} u^{\rho_{1}}, \ldots \ldots . z_{m} u^{\rho_{m}}\right] d u= \\
& =\frac{1}{\Gamma(\delta)} \int_{0}^{1} u^{\lambda-1}(1-u)^{\delta-1} \sum_{r_{1}, \ldots, r_{m}=0}^{\infty} \frac{\left(\gamma_{1}\right)_{p_{1} r_{1} \ldots . .\left(y_{m}\right)_{p_{m}} r_{m}}}{\Gamma\left(\lambda+\sum_{j=1}^{m} \rho_{j} r_{j}\right)} \frac{\left(z_{1}\right)^{r_{1}} \ldots .\left(z_{m}\right)^{r_{m}}(u)^{\sum_{j=1}}}{\left.\left(l_{1}\right)_{q_{1}} r_{1} \ldots \ldots \ldots \chi_{m}\right)_{q_{m} r_{m}}^{m}} d u \\
& =\frac{1}{\Gamma(\delta)} \sum_{r_{1}, \ldots, r_{m}=0}^{\infty} \frac{\left(\gamma_{1}\right)_{p_{1} r_{1}} \ldots . .\left(\gamma_{m}\right)_{p_{m} r_{m}}}{\Gamma\left(\lambda+\sum_{j=1}^{m} \rho_{j} r_{j}\right)} \frac{\left(z_{1}\right)^{r_{1}} \ldots .\left(z_{m}\right)^{r_{m}}}{\left.\left(l_{1}\right)_{q_{1} r_{1}} \ldots \ldots \ldots k_{m}\right)_{q_{m} r_{m}}} \int_{0}^{1} u u^{\lambda+\sum_{j=1}^{m} \rho_{j} r_{j}-1}(1-u)^{\delta-1} d u \\
& =\frac{1}{\Gamma(\delta)} \sum_{r_{1}, \ldots, r_{m}}^{\infty} \frac{\left(\gamma_{1}\right)_{p_{1} r_{1}} \ldots . .\left(\gamma_{m}\right)_{p_{m} r_{m}}}{\Gamma\left(\lambda+\sum_{j=1}^{m} \rho_{j} r_{j}\right)} \frac{\left(z_{1}\right)^{r_{1}} \ldots .\left(z_{m}\right)^{r_{m}}}{\left.\left(l_{1}\right)_{q_{1} r_{1}} \ldots \ldots \ldots \chi_{m}\right)_{q_{m} r_{m}}} B\left(\delta, \lambda+\sum_{j=1}^{m} \rho_{j} r_{j}\right) \\
& =E_{\rho_{j}, \lambda+\delta, q_{j}}^{\gamma_{j}, l_{j}, p_{j}}\left[z_{1}, \ldots \ldots z_{m}\right] \tag{2.2}
\end{align*}
$$

This complete the proof of Theorem 1

## III. MAIN RESULT

## Theorem 2

$$
\text { If } \rho_{j}, \gamma_{j}, l_{j}, \lambda, \delta \in C ; \min \left\{\operatorname{Re}\left(\rho_{j}\right), \operatorname{Re}\left(\gamma_{j}\right), \operatorname{Re}\left(l_{j}\right), \operatorname{Re}(\delta)\right\}>0 \text { and } p_{j}, q_{j}>0 ; l_{j} \in N,(j=0,1, \ldots m)
$$

and $\lambda \notin Z_{0}^{-}$, then

$$
\begin{gather*}
\frac{1}{\Gamma \delta} \int_{0}^{1} u^{\lambda-1}(1-u)^{\delta-1} S_{V_{1}}^{U_{1}}\left[\sigma_{1}(1-u)\right] S_{V 2}^{U_{2}}\left[\sigma_{2}(1-u)\right] E_{\rho_{j}, \lambda, q_{j}}^{\gamma_{j}, l_{j}, p_{j}}\left[z_{1} u^{\rho_{1}}, \ldots . . z_{m} u^{\rho_{m}}\right] d u \\
=\frac{\Gamma\left(\delta+R_{1}+R_{2}\right)}{\Gamma(\delta)} \Delta_{U_{2}, V_{2}, \sigma_{2}, R_{2}}^{U_{1}, V_{1}, \sigma_{1}, R_{1}} E_{\rho_{j}, \lambda+\delta+R_{1}+R_{2}, q_{j}}^{\gamma_{j}, l_{j}, p_{j}}\left[z_{1}, \ldots \ldots z_{m}\right] \tag{3.1}
\end{gather*}
$$

where

$$
\begin{equation*}
\Delta_{U_{2}, V_{2}, \sigma_{2}, R_{2}}^{U_{1}, V_{1}, \sigma_{1}, R_{1}}=\sum_{R_{1}=0}^{\left[\frac{V_{1}}{U_{1}}\right]} \frac{\left(-V_{1}\right)_{U_{1} R_{1}} A_{V_{1}, R_{1}} \sigma_{1}^{R_{1}}\left[\frac{V_{2}}{U 2}\right]}{\Gamma\left(R_{1}+1\right)} \sum_{R_{2}=0}^{\left(-V_{2}\right)_{U_{2} R_{2}} A_{V_{2}, R_{2}} \sigma_{2}^{R_{2}}} \underset{\Gamma\left(R_{2}+1\right)}{ } \tag{3.2}
\end{equation*}
$$

## Proof:

$$
\begin{aligned}
& \frac{1}{\Gamma \delta} \int_{0}^{1} u^{\lambda-1}(1-u)^{\delta-1} S_{V_{1}}^{U_{1}}\left[\sigma_{1}(1-u)\right] S_{V 2}^{U_{2}}\left[\sigma_{2}(1-u)\right] E_{\rho_{j}, \lambda, q_{j}}^{\gamma_{j}, l_{j}, p_{j}}\left[z_{1} u^{\rho_{1}}, \ldots \ldots . . z_{m} u^{\rho_{m}}\right] d u \\
& =\frac{1}{\Gamma \delta} \int_{0}^{1} u^{\lambda-1}(1-u)^{\delta-1} \sum_{R_{1}=0}^{\left[\frac{V_{1}}{U_{1}}\right]} \frac{\left(-V_{1}\right)_{U_{1} R_{1}} A_{V_{1}, R_{1}} \sigma_{1}^{R_{1}}(1-u)^{R_{1}}}{\Gamma\left(R_{1}+1\right)} \sum_{R_{2}=0}^{\left[\frac{V_{2}}{U 2}\right]} \frac{\left(-V_{2}\right)_{U_{2} R_{2}} A_{V_{2}, R_{2}} \sigma_{2}^{R_{2}}(1-u)^{R_{1}}}{\Gamma\left(R_{2}+1\right)} \times \\
& E_{\rho_{j}, \lambda, q_{j}}^{\gamma_{j}, l_{j, p_{j}}}\left[z_{1} u^{\rho_{1}}, \ldots \ldots . . z_{m} u^{\rho_{m}}\right]_{d u}
\end{aligned}
$$

$$
\begin{aligned}
& \int_{0}^{1} u^{\lambda-1}(1-u)^{\delta+R_{1}+R_{2}-1} E_{\rho_{j}, \lambda, q_{j}}^{\gamma_{j}, l_{j}, p_{j}}\left[z_{1} u^{\rho_{1}}, \ldots \ldots . z_{m} u^{\rho_{m}}\right] d u \\
& =\Delta_{U_{2}, V_{2}, \sigma_{2}, R_{2}}^{U_{1}, V_{1}, \sigma_{1}, R_{1}} \times \frac{1}{\Gamma \delta} \int_{0}^{1} u^{\lambda-1}(1-u)^{\delta+R_{1}+R_{2}-1} E_{\rho_{j}, \lambda, q_{j}}^{\gamma_{j}, l_{j}, p_{j}}\left[z_{1} u^{\rho_{1}}, \ldots \ldots . . z_{m} u^{\rho_{m}}\right] d u
\end{aligned}
$$

Using Theorem 1in above equation, we get

$$
\begin{equation*}
=\frac{\Gamma\left(\delta+R_{1}+R_{2}\right)}{\Gamma(\delta)} \Delta_{U_{2}, V_{2}, \sigma_{2}, R_{2}}^{U_{1}, V_{1}, \sigma_{1}, R_{1}} E_{\rho_{j}, \lambda+\delta+R_{1}+R_{2}, q_{j}}^{\gamma_{j}, l_{j}, p_{j}}\left[z_{1}, \ldots \ldots . z_{m}\right] \tag{3.3}
\end{equation*}
$$

## IV. SPECIAL CASES

4.1 On setting $U_{1}=U_{2}=2, A_{V_{1}, R_{1}}=(-1)^{R_{1}}$ and $A_{V_{2}, R_{2}}=(-1)^{R_{2}}$; the Hermite polynomial in equations (3.1), we get the following result:

## Corollary (4.1)

$$
\begin{aligned}
& \frac{\sigma_{1} \frac{V_{1}}{2} \sigma_{2} \frac{V_{2}}{2}}{\Gamma \delta} \int_{0}^{1} u^{\lambda-1}(1-u)^{\delta+\frac{V_{1}}{2}+\frac{V_{2}}{2}-1} H_{V_{1}}\left(\frac{1}{2 \sqrt{\sigma_{1}(1-u)}}\right) H_{V_{2}}\left(\frac{1}{2 \sqrt{\sigma_{2}(1-u)}}\right) \times \\
& E_{\rho_{j}, \lambda, q_{j}}^{\gamma_{j}, l_{j}, p_{j}}\left[z_{1} u^{\rho_{1}}, \ldots \ldots . z_{m} u^{\rho_{m}}\right] d u \\
& =\frac{\Gamma\left(\delta+R_{1}+R_{2}\right)}{\Gamma(\delta)} \sigma_{1}^{\frac{V_{1}}{2}} \sigma_{2} \frac{V_{2}}{2} \\
& H_{V_{1}}\left(\frac{1}{2 \sqrt{\sigma_{1}}}\right) H_{V_{2}}\left(\frac{1}{2 \sqrt{\sigma_{2}}}\right) E_{\rho_{j}, \lambda+\delta+R_{1}+R_{2}, q_{j}}^{\gamma_{j} l_{j}, p_{j}}\left[z_{1}, \ldots \ldots z_{m}\right]
\end{aligned}
$$

4.2 On setting $U_{1}=U_{2}=1, A_{V_{1}, R_{1}}=\frac{\left(V_{1}+1\right)_{R_{1}}}{\left(\Gamma R_{1}+1\right)\left(\Gamma R_{1}+1\right)}$ and $A_{V_{2}, R_{2}}=\frac{\left(V_{2}+1\right)_{R_{2}}}{\left(\Gamma R_{2}+1\right)\left(\Gamma R_{2}+1\right)}$; the Bateman polynomial inequations (3.1), the following result is obtained after a little simplification:

## Corollary (4.2)

$$
\begin{array}{r}
\frac{1}{\Gamma \delta} \int_{0}^{1} u^{\lambda-1}(1-u)^{\delta-1} Z_{V_{1}}\left[\sigma_{1}(1-u)\right] Z_{V_{2}}\left[\sigma_{2}(1-u)\right] E_{\rho_{j}, \lambda, q_{j}}^{\gamma_{j}, l_{j}, p_{j}}\left[z_{1} u^{\rho_{1}}, \ldots \ldots . z_{m} u^{\rho_{m}}\right] d u  \tag{4.2}\\
=\frac{\Gamma\left(\delta+R_{1}+R_{2}\right)}{\Gamma(\delta)} Z_{V_{1}}\left[\sigma_{1}\right] Z_{V_{2}}\left[\sigma_{2}\right] E_{\rho_{j}, \lambda+\delta+R_{1}+R_{2}, q_{j}}^{\gamma_{j}, l_{j}, p_{j}}\left[z_{1}, \ldots \ldots z_{m}\right]
\end{array}
$$

4.3 On setting $U_{1}=U_{2}=1, A_{V_{1}, R_{1}}=\binom{V_{1}+\alpha}{V_{1}} \frac{1}{(\alpha+1)_{R_{1}}}$ and $A_{V_{2}, R_{2}}=\binom{V_{1}+\alpha}{V_{1}} \frac{1}{(\alpha+1)_{R_{1}}}$; the Laguerre Polynomials in equations (3.1), the following result is obtained after a little simplification:

## Corollary (4.3)

$$
\begin{gather*}
\frac{1}{\Gamma \delta} \int_{0}^{1} u^{\lambda-1}(1-u)^{\delta-1} L_{V_{1}}^{\left(\alpha_{1}\right)}\left[\sigma_{1}(1-u)\right] L_{V_{2}}^{\left(\alpha_{2}\right)}\left[\sigma_{2}(1-u)\right] E_{\rho_{j}, \lambda, q_{j}}^{\gamma_{j} l_{j}, p_{j}}\left[z_{1} u^{\rho_{1}}, \ldots \ldots z_{m} u^{\rho_{m}}\right] d u  \tag{3.7}\\
=\frac{\Gamma\left(\delta+R_{1}+R_{2}\right)}{\Gamma(\delta)} L_{V_{1}}^{\left(\alpha_{1}\right)}\left[\sigma_{1}\right] L_{V_{2}}^{\left(\alpha_{2}\right)}\left[\sigma_{2}\right] E_{\rho_{j}, \lambda+\delta+R_{1}+R_{2}, q_{j}}^{\gamma_{j}, l_{j}, p_{j}}\left[z_{1}, \ldots \ldots z_{m}\right]
\end{gather*}
$$
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