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#### Abstract

In this paper, the well-known Dijkstra's Algorithm is applied to find the optimal paths for travelling to the most famous destinations in Myanmar. It is aSingle-Source Shortest Path (SSSP) iterative algorithm and the basic idea is searching a graph by findingpath, starting at a point, and exploring adjacent nodes from there until the destination node is reached. Generally, the goal is to obtain the shortest path from current city to the other destinations. This algorithm can bereviewed with values which come from weights on edges according to actual situations on the road, such as costs, distances, and travelling time. The key issue to be addressed in this work is to find the shortest paths from one source point (city/place) to others by comparing the weighted values (i.e., distances and time) between any two different paths with their edge lengths (roads) that assigned by actual values for saving cost and time for effective travelling. The values of distances and time between any two destinations are taken from Myanmar distance calculator website and compared the accuracy of the results using those values in Google Map.
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## I. INTRODUCTION

In many fields of applications, graphs theory [1]plays vital role for various modelling problems in real world such as travelling, transportation, traffic control, communications, and various computer applications and so on [2]. Graph is a mathematical representation of a network and it describes the relationship among a finite numberof points (nodes)connected bylines (edges) [3]. Depending on the problems we considered, the points may be cities or any other destinations and the lines may be roads or other connected links. The main problem in this work is to find the shortest path through the network or the best way in travelling processes. Myanmar, Golden Land, is full of interesting places and the one who wants to visit or travel from one place to another needs to know the effective and efficient ways. This paper will provide the shortest paths from one place to another by using Dijkstra's Algorithmingraph theory [4], [5]. Firstly, the general and formal descriptions of the algorithm are presented. Then the steps of the algorithm are explained. Finally the detail implementation of the algorithm is illustrated to find the optimal paths for travelling to the most famous destinations in Myanmar, with shortest distances and minimum time, as a case study.

## II. RESOURCES AND METHOD

A graph is a series of points and lines that can beused to represent the connections that exist in varioussettings. The lines are called edges and the points are called vertices(or 'nodes'), with each edge joining a pair of vertices.Although edges are often drawn as straight lines, theydon't have to be.Nowadays travelling has becomes an important aspect for everyone and the one who visits to some cities or interesting places around the countryby car has to drive to $n$ cities. Because of all the cities are linked by roads to each other, any city can be visited from any other city directly. In this case, it is very important to find the optimal route, that is, the route with the shortest total mileage or lowest costor minimal travel time for overall trip. In this paper we consider one-to-all shortest path problem for determining the shortest path from a start city to all other famous destinations in Myanmar.


Fig. 1 Representation for the famous destinations in Myanmar by a connected graph [6]
Imagine that each node is a famous place and each edge is an existing road between two places. This means that anyone can drive from Myitkyina to Mandalay directly. However one cannot drive from Myitkyina to Mrauk $U$ directly, as there is no direct road between those places. In this case, not every road is equal. Some of them are longer, some are not in good shape, and the capacity of some roads are lower than others. So you need to choose the optimal path to save your time and money. We may represent the time, money or distance as weighted values that we assign to the roads.

## A. Problem Definition

The shortest path problem is a problem for finding the shortest path or route from a starting point to a final destination. The problem of computing shortest paths in a weighted graph frequently arises in practice. The lengths of the edges are often called weights, and the weights are normally used for calculating the shortest path from one point to another point [7]. When tourists came to visit in our country, they may not be familiar with all interesting destinations of our country. In this situation, an effective travelling plan is crucial for achieving their satisfactions during tourism.For a given source node in the graph, the algorithm finds the shortest path between that node and every other.Dijkstra's algorithm can be used to find the shortest path between one city and all other cities [8]. The input to the shortest-path algorithm is a graph $G$ that consists of a set of vertices $V$, a set of edges $E$ and theweight set $D$ specifying explicit weights $d_{i j}$ for the edges $(i, j) \in E$ [9]. The only restriction is that the weights are required to benonnegative. The graph is defined as $G=(V, E, D)$. The edges can be directedor undirected[10]. Although basic ideas and algorithms will be explained and illustrated by small graphs in this paper, the real-life problems may often involve many thousands or even millions of vertices and edges.

## B. Dijkstra's Algorithm

Among several algorithms that have been proposed for the shortest path between vertex pair, perhaps the most efficient one is an algorithm due to Dijkstra[8]. His algorithm is used to efficiently find a shortest path from a given city s, called a starting node or initial node, to other cities in a network (one-to-all shortest path problem) with nonnegative weights. In this paper, it finds a route containing the shortest distance and time (from one city to another) among two or more places in Myanmar. The descriptions of algorithm are as follows [4]:

1) General Description: The general description of the algorithm is:

- to assign some initial values for the distances from node s and to every other node in the network,
- to operate in steps, where the algorithm improves the distance values at each step.
- to determine the shortest distance from node $s$ to another node in each step.

2) Formal Description: The algorithm characterizes each node by its distance value and status label:

- Distance value of a node is a scalar representing an estimate of its distance from node $s$.
- Status label is an attribute specifying whether the distance value of a node is equal to the shortest distance to node s or not.

The status label of a node is permanent if its distance value is equal to the shortest distance from node $s$ and otherwise, the status label of a node is temporary. The algorithm maintains and step-by-step updates the above states of the nodes by designing one node as a current node in each step.
3) Notation and Steps of the Algorithm: We use the symbol $d_{l}$ to denote the distance value of a nodel. $p$ and $t$ denotes the status labels of a node, where $p$ stand for permanent and $t$ stands for temporary. $d_{i j}$ is the distance of traversing $\operatorname{link}(i, j)$ as given by the problem. The state of a node $l$ is the ordered pair of its distance value $d_{l}$ and its status label.

The steps of the algorithm are stated as follows:

## Step 1. Initialization

- The starting point (node $s$ ) is $(0, p)$ that label as Permanent and its distance value is 0 .
- Every point (node) is $(\infty, t)$ that label as Temporary and its distance value is $\infty$.
- Designate the node $s$ as the current node.

Step 2.Designation of update values of distance and current node
Let $d_{i}$ be the distance value for the index of the current node. Search the nodes with temporary labels $(\infty, t)$ that can reach from the current node $d_{i}$ by adjacent nodes $(i, j)$. Update the distance values of these nodes.

- $\operatorname{newd}_{j}=\min$ (id $\left.d_{j}, d_{i}+d_{i j}\right\}$
where $d_{i j}$ is the distance values between $i^{t h}$ vertex and $j^{t h}$ vertex.
- Choose the smallest distance value $d_{j}$ and use it as a current node.


## Step 3.Termination

- If the set of all temporary nodesthat can be reached from starting node $s$ is empty- we are done.
- If we cannot reach any temporary labelled node from the current node, then all the temporary labels become permanent - we are done.
- Otherwise, go to Step 2.

The flowchart illustrating this shortest path algorithm is as follows [11]:


Fig. 2 Flowchart for illustrating the best route update during the journey

TABLE I
DIJKSTRA'S ALGORITHM FOR SHORTEST PATHS [1]

$$
\left[G=(V, E), V=\{1, \ldots, n\}, l_{i j}>0 \text { for all }(i, j), \text { in } \mathrm{E}\right]
$$

INPUT: Number of vertices n , edges $(i, j)$, and lengths $l_{i j}$
OUTPUT: Lengths $L_{j}$ of shortest paths $1 \rightarrow j, j=2, \ldots, n$

1. Initial step

Vertex 1 gets PL: $L_{1}=0$
Vertex $j(=2, \ldots, n)$ gets TL: $\widetilde{L_{j}}=l_{i j}(=\infty$ if there is no edge $(1, j)$ in G)
Set $\mathrm{PL}=\{1\}, \mathrm{TL}=\{2,3, \ldots, \mathrm{n}\}$.
2. Fixing a permanent label

Find a k in TL for which $\tilde{L}_{k}$ is minimum, set $L_{k}=\tilde{L}_{k}$. Take the smallest k if there are several. Delete k from TL and include it in PL.
OUTPUT $L_{2}, \ldots, L_{n}$. Stop
Else continue
3. Updating temporary labels

For all $j$ in TL, set $\tilde{L}_{j}=\min _{k}\left\{\tilde{L}_{j}, L_{k}+l_{k j}\right\}$
Go to Step 2.
END DIJKSTRA

## III. RESULTS AND DISCUSSION

In this paper, the application of the Dijkstra's Single-Source Shortest Path (SSSP) algorithm has been usedto compute the shortest pathsfrom one place to another [10]. The travelling process starts from Yangon to other eight cities (places). Everyone who wants to travelneeds to optimize the route for saving time and money. Although the detail calculation for optimal result of the shortest distance has been focused, the other factor such astravelling timehas also been considered in this paper. Firstly, the weights on the links are referred as distance (miles) for corresponding route.


Fig. 3 Representation of cities by weighted distance (miles) connected graph

## A. Implementation of the Algorithm

The implementation of the Dijkstra's shortest path algorithm is illustrated to find the optimal path from Yangon (YG)to other cities as follows:

Step 1. Yangon (YG) is designed as the current city and the state of the YG is $(0, p)$. Every other city has state $(\infty, t)$ as shown in Fig. 4.


Fig. 4 The states of current city (YGN) and its neighbouring cities
Step 2.The cities named Ngapali(NPL), Bagan(BG), Mandalay (MDY), Inle Lake (ILL) and Keng Tung (KT) can be reached from the current city YG. Update distance values for these cities;

$$
\begin{gathered}
d_{N P L}=\min \{\infty, 0+244\}=244 \\
d_{B G}=\min \{\infty, 0+393\}=393 \\
d_{M D Y}=\min \{\infty, 0+397\}=397 \\
d_{I L L}=\min \{\infty, 0+371\}=371 \\
d_{K T}=\min \{\infty, 0+685\}=685
\end{gathered}
$$

Now among the cities NPL, BG, MDY,ILL, and KT, the Ngapali (NPL) has the minimum distance value.

- The state label at NPL changes to permanent so its state is $(244, p)$ while the states of BG, MDY, ILL and KT remain temporary.
- NPL becomes the current cityas shown in Fig. 5.


Fig. 5 Changing Ngapali (NPL) as permanent and current city
Step 3.Graph the end of step 2 as shown in Fig. 6.


Fig. 6Current city Ngapali (NPL) and its neighbouring temporary cities
We are not done, not all cities have been reached from YG, so we perform another iteration step (back to step 2).
Another implementation of step 2

- Cities Mrauk U (MU) and Bagan (BG) can be reached from the current city NPL.
- Update distance value for these cities.

$$
\begin{aligned}
d_{M U}=\min \{\infty, 244+246\} & =490 \\
& d_{B G}=\min \{393,244+322\}=393
\end{aligned}
$$

Now between the cities MU and BG, the distance of city BG is shorter than MU.

- The state label of BG changes to permanent, while the state of MU remains temporary.
- BG becomes the current city as shown in Fig. 7.


Fig. 7 ShowingBagan (BG)as current city and its neighbouring cities

## Another Step 2

- Cities Mrauk U (MU), Mandalay (MDY) and Inle Lake(ILL) can be reached from the current city BG.
- Update distance value for these cities.

$$
\begin{aligned}
& d_{M U}=\min \{490,393+298\}=490 \\
& d_{M D Y}=\min \{397,393+116\}=397 \\
& d_{I L L}=\min \{371,393+213\}=371
\end{aligned}
$$

- Now among the cities MU, MDY, and ILL, the distance of Inle Lake (ILL) is the shortest one.
- The state label of ILL changes to permanent, while the state of MU and MDY remain temporary shown inFig. 8.
- ILL becomes the current place.


Fig. 8 Showing Inle Lake (ILL) as current place
Similar calculation can be done repeatedly for step 2 again and again until all cities have been changed to permanents. The final graph showing the shortest distance from start city (YGN) to other cities can be seen as follows:


Fig. 9 The optimal path for shortest distance (mile) from Yangon(YGN) to other cities (or places) in Myanmar
The values written and assigned under each city with bracket shown in graph Fig. 9 are the shortest distances to travel from Yangon to respective cities. Likewise, we can start any cities (or place) and by applying the same algorithm to travel any other cities in effective way.

TABLE II
PROGRESSION OF THE SELECTED ROADS AND RESPECTIVE DISTANCES

| City | YGN | NPL | MU | BG | ILL | MDY | KT | MKN | TM |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Distance (mile) | 0 | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ |
|  |  | 244 | $\infty$ | 393 | 371 | 397 | 685 | $\infty$ | $\infty$ |
|  |  |  | 490 | 393 | 371 | 397 | 685 | $\infty$ | $\infty$ |
|  |  |  | 490 |  | 371 | 397 | 685 | $\infty$ | $\infty$ |
|  |  |  | 490 |  |  | 397 | 678 | $\infty$ | $\infty$ |
|  |  |  | 490 |  |  |  | 678 | 737 | 693 |
|  |  |  | 490 |  |  |  |  | 737 | 693 |
|  |  |  | 490 |  |  |  |  |  | 693 |
|  |  |  | 490 |  |  |  |  |  |  |
| Pred. (city) | NIL | YGN | NPL | YGN | YGN | YGN | ILL | MDY | MDY |
|  |  | YGN | YGN | YGN | YGN | YGN | YGN | YGN | YGN |
| Shortest |  | NPL | NPL | BG | ILL | MDY | ILL | MDY | MDY |
|  |  |  | MU |  |  |  | KT | MKN | TM |

We have been calculated the shortest distance from Yangon to other top eight famous destinations using the actual distances.Now minimum travelling time from Yangon to otherdestinationswill be computed using same procedure as above with actual time between two cities as weights and described on each road (edges) [13].


Fig. 10 The graph showing the shortest paths from YGN to other destinations using actual time as weights

Table III
PROGRESSION OF THE SELECTED ROADS AND RESPECTIVE MINIMUM TRAVELLING TIME

| Cities | YGN | NPL | MU | BG | ILL | KT | MDY | TM | MKN |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Time (hour, minutes) | 0 | $\quad$$\infty$ <br> 9 h 59 m <br> 9h 59 m <br> 9h 59 m <br> 9h 59 m | $\infty$ <br> $\infty$ <br> $\infty$ <br> $\infty$ <br> 19 h 24 m <br> 17 h 54 m <br> 17 h 54 m | 8h 44m <br> 8h 44m | $\infty$ <br> 9 h 48 m <br> 9 h 48 m <br> 9 h 48 m |  | $\begin{gathered} \infty \\ \hline \mathrm{h} 14 \mathrm{~m} \\ \hline \end{gathered}$ | $\infty$ <br> $\infty$ 19h 45 m 19h 45 m 19h 45 m 19h 45 m 19h 45 m 19 h 45 m | $\infty$ <br> $\infty$ <br> $\infty$ <br> 19 h 13 m <br> 19h 13 m <br> 19h 13 m <br> 19 h 13 m <br> 19 h 13 m |
|  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |
| Pred. (city) | Nil | YGN | NPL | YGN | YGN | YGN | YGN | MDY | MDY |
| Shortest Paths |  | $\begin{aligned} & \text { YGN } \\ & \text { NPL } \end{aligned}$ | YGN | YGN | YGN | YGN | YGN | YGN | YGN |
|  |  |  | NPL | BG | ILL | KT | MDY | MDY | MDY |
|  |  |  | MU |  |  |  |  | TM | MKN |

Table IV
COMPARISON FOR THE RESULT IN TABLE IV WITH ACTUAL DRIVING TIME FROM GOOGLE MAP

| Start city | Destination cities | Driving time (hour: minute) (Dijkstra) | Driving time(hour: minute) (GoogleMap) | Difference (minutes) |
| :---: | :---: | :---: | :---: | :---: |
| Yangon | Ngapali | 9h 59m | 10h 07m | -8 |
|  | Mrauk U | 17h 54m | 16h 33m | +81 |
|  | Bagan | 8h 44m | 8h 55m | -11 |
|  | Inle Lake | 9h 48m | 10h 08m | -20 |
|  | Keng Tung | 21h 03 m | 21h 48m | -45 |
|  | Mandalay | 8h 14m | 8h 16m | -2 |
|  | Tamu | 19h 45m | 20h 02m | -17 |
|  | Myitkyina | 19h 13m | 19h 46m | -33 |

## B. Comparison and Recommendation

There are many route search applications to find the shortest paths,among them the most popular algorithms are Dijkstra's algorithm, Bellman Ford algorithm, and Floyd Warshall algorithm. Although they all are algorithms to find shortest paths, the special features of them are different. Dijkstra's algorithm can be applied to find the shortest paths between any two nodes in a graph, whileBellman Ford algorithm and Floyd Warshall algorithm can be used for the networks of small number of nodes and edges respectively. The comparison for calculation times (time complexity)can be seen in the following table [14].
table VI
COMPARISON FOR CALCULATION TIMES OF SHORTEST PATH ALGORITHMS

| Shortest-path Algorithm | Time Complexity* |
| :--- | :---: |
| Dijkstra | $n^{2}+m$ |
| Bellman Ford | $n^{3}$ |
| Floyd Warshall | $n m$ |

* $n$ and $m$ are number of nodes and edges respectively.

Dijkstra's algorithm is the most efficient one to find the shortest paths. It can be applied to both directed and undirected graphs, and calculation time is considerably faster than other algorithms. For these reasons and above comparison, we strongly recommendthat Dijkstra's algorithm is an algorithm to get the best immediate solution for finding shortest paths.

## IV. CONCLUSIONS AND FUTURE WORKS

In this work, Dijkstra's Single-Source Shortest Path Algorithm is used to get the optimal results using actual distances, and time between any two nodes (cities). Detail descriptions and step by step procedure of the algorithm has been presented with a flowchart andillustrated by determining the shortest paths started from Yangon to other famous destinations in Myanmar using actual weighted values between any two cities. For further studies, this algorithm can also be applied to find the optimal results for traffic control, path finding in social networks, computer games, transportation systems, and operations research etc. Moreover, based on the flowchart and detail calculation procedure, one can create computer codes such as $\mathrm{C} / \mathrm{C}++$, or JAVA, running these codes by using various weighted valuesfromactualinformation and data to solve general Dijkstra's shortest-path problems.
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