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Abstract — This paper gives us the idea that how the images are stored, accessed, and processed, and how the 

image encryption is implemented. Images are merely matrices of pixels and image encryption is just a technical 

„game‟ or mathematical „puzzle‟ that involves the matrix of pixels. A plain-image and its cipher-image of an 

image encryption system are two different matrices, but they have a hidden relationship. That mathematical 

relationship is the essence of that encryption algorithm. Not only the images, their encryption and decryption, 

and their security and performance analyses are also complex mathematical operations on the image matrices. 
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I. INTRODUCTION 

Visualizing and realizing a problem in terms of a mathematical entity is very helpful for finding its solution. 

Then, the overall problem-and-solution will be a mathematical model. This is the main reason for the fact that 
there are a large number of image encryption techniques and a very large number of image encryption systems. 

The numbers are still growing. Security and performance of the image encryption progress with the latest 

encryptions due to the characteristics of viewing the encryption as a mathematical model. All the aspects of 

image encryption can be interpreted mathematically, i.e., the images, the image encryption, the decryption, and 

analyses can be represented and performed as mathematical entities and operations. 

II. MATHEMATICAL INTERPRETATION 

A. Matrix Representation of Images 

The smallest element of an image is a pixel (picture element). An image is represented by a matrix of pixels. 

A grayscale image contains various shades of the combination of black and white colors. A pixel or an element 

in the grayscale image matrix is 8-bit with that having 28 combinations of shades of gray. A pixel in a grayscale 

image or an element in the matrix is an integer value (0-255). A color image is usually a combination of three 

matrices, one each for the three colors RED (R), GREEN (G), and BLUE (B). Here, a pixel is 24-bit that 8 bits 

of Red, 8 bits of Green, 8 bits for Blue information. It can create 224 color combinations. Each color (R/G/B) 

matrix has elements having values (0-255). [21]  

B. Process of Image encryption 

Valuable meaningful images are converted into visually meaningless cipher-images using encryption, for 

security. This is done at the sender-side. On the receiver-side, the cipher-image is converted back to the original 

image using decryption. Normally the decryption is just the reverse of the encryption process. An image 

cryptosystem has both encryption and decryption. There exist numerous image encryption systems, and fall into 

two classes, namely traditional techniques and alternative techniques. AES, 3DES, RSA, ECC, etc. and their 

combinations belong to the traditional techniques, and DNA, Chaos, and the combinations are considered as the 

alternative techniques. 

Whatever the technique used for image encryption the underlying process is nothing but a complex 
mathematical operation that performed on the image matrix. This complex mathematical operation is a 

combination of several simple mathematical operations such as arithmetic, relational, logical, conversion, 

mixing, grouping, scrambling, or related mathematical operations. 

Since all the traditional image encryption techniques are international standards, they are well-defined 

mathematical models. The underlying principles and processes of them are pre-defined and universally 

acceptable. Their modified versions and the combinations can also be easily defined mathematically. But the 

traditional techniques are not best suited for image encryption. This is because they cannot address the special 

characteristics of the images over text such as the huge data volume, 2D spatial distribution of pixels, multiple 

data redundancy, and high correlation between adjacent pixels. Therefore, the traditional techniques are sluggish 

in execution.   

On the other hand, alternative techniques like DNA and Chaos have no pre-defined principles and processes. 
Even though they lack the standard model, they are well suited for image encryption. The reason for this is that 
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they can address the abovesaid special features of the images. Therefore, there is a lot of research in the 

alternative techniques of image encryption.  

The chaotic theory is a field of mathematics that gives a new dimension in image encryption. It gives the 

behavior and characteristics of a specific non-linear dynamic system that shows dynamics under certain 

conditions that are deterministic and unpredictable. A chaotic map is a mathematical map or function that 

exhibits chaotic behavior, i.e., the outputs of these maps are unpredictable pseudorandom numbers (PRNs). The 
purpose of these mathematical maps is PRNG (Pseudo-random number generation). Different types of maps are 

Lorenz, Arnold, Logistic, etc, and multiple dimensional maps are possible. These maps generate pseudo-random 

numbers which can be used as keys and intermediate values for the encryption. The relationship between chaotic 

theory and cryptography is as follows [21]: 

 

Chaotic feature Cryptographic feature Explanation 

Ergodicity Confusion The outputs have the same distribution for all inputs. 

Sensitivity  

to initial conditions 

Diffusion with a small change in the 

plain-text/secret key 

Even a small deviation in the input results in a large 

change at the output. 

Mixing property Diffusion   with   a   small change in one 

plain-block of the whole plain-text 

Even a small deviation in the local area can cause a 

large change in the whole space. 

Deterministic dynamics Deterministic pseudo-randomness A deterministic process has a random-like behavior. 

Structure complexity Algorithm complexity Even a simple process has very high complexity. 

 

DNA cryptography is evolving; it performs operations on techniques of DNA computing and exploits the 

properties of the biological structure of deoxyribonucleic acid (DNA) that contains nucleotides - Adenine (A), 

Guanine (G), Cytosine (C), and Thymine (T). DNA focuses on utilizing DNA sequences to encode binary data 

in a certain kind or another. It is hiding of data in terms of DNA sequences. The various operations such as 

DNA addition and DNA subtraction can be possible with DNA sequences [21]. We have to define the rules for 

DNA addition and subtraction. 

We can also club relational and logical operations like XOR with traditional and alternative techniques. 

Therefore, we can conclude that image encryption is a complex mathematical operation that performed on the 

image matrix. An image encryption algorithm possesses a permutation and diffusion structure (PDS) for the 
process. 

C. Security and Performance Analyses 

Here, we are presenting the various analyses and their mathematical definitions and interpretations. Cipher-

image, histogram, statistical attack, differential attack, brute-force attack, noise attack, information loss, PSNR, 

robustness, perceptual, key sensitivity, speed, and complexity analyses are the analyses used to evaluate the 

security and performance of the image encryption system. Histograms of the input-images or plain-images and 

the cipher-images or encrypted images explain and reveal the distribution of pixel values by finding the count of 

each value. 

Variance Analysis: Variance of a histogram of a plain-image or a cipher-image can be defined as a statistic 

to quantify the distribution uniformity of pixels. The lower variance indicates the higher uniformity of the 

image. The variance of a histogram is mathematically defined as:  
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where X is the vector of the histogram values, and X={x1,x2,...,x256}. xi and xj are the numbers of pixels which 

values are equal to i and j respectively. [14]  

Chi-square (χ2) Analysis: We can also use χ2 analyses to verify whether the histogram distribution is 

uniform, and the value of χ2 is computed by: 
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where i represents pixel value, the value of i is an integer between 0 and 255. vi represents the times of the pixel 

value i appears in the image. ve is the expected frequency of a pixel value i, ve = (P×Q)/256, where PxQ is the 

dimension of image matrix. Assumptions: commonly used significant level is α = 0.05, and χ2
0.05 = 293.24783. 

Hence, we think that the histogram distribution is uniform in the case of the significant horizontal α = 0.05. 



International Journal of Mathematics Trends and Technology (IJMTT) – Volume 66 Issue 6 – June 2020 

 

ISSN: 2231-5373                              http://www.ijmttjournal.org                                 Page 192 

Different differential attack positions are selected and the above equation is used to detect the χ2 value of input 

image and the χ2 value of encrypted image. [20] 

Correlation Analysis: For good quality images, adjacent pixels are very close to each other. Therefore, the 

correlation of the visual image is very high. The encrypted image by a good image encryption system must 

exhibit a low correlation of two adjacent pixels. The correlation coefficient is a numerical measure to assess a 

statistical relationship between two variables. Correlation coefficient is defined mathematically as: 
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where x, y are values of adjacent pixels. N is the number of pixels selected from the image. E(x) is the estimation 

of mathematical expectation of x and M(x) is the estimation of the variance of x. C(x,y) is the estimation of the 

covariance between x and y. fxy represents the correlation coefficient of the image. Correlation distributions of 

input-images are concentrated whereas that of encrypted images is fairly uniform. [14] 

Information Entropy Analysis: The entropy of the ensemble is defined as a sensible measure of the 

ensemble's average information content. Information entropy can be considered as an important parameter to 

measure the intensity of the symmetric cryptosystem. The mathematical definition of entropy is given as: 
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where p(xi) is the probability of the symbol xi. The ideal information entropy is equal to 8 for the cipher-image 

with 28 gray-levels. Larger information entropy means less information content. [14] 

Differential Attack Analysis: Differential attack can be viewed as an efficient cryptanalytic method to use 

pairs of input-images related by a constant difference and compare the difference of the corresponding 
encrypted-images for statistical patterns in their distribution. Usually, attackers make a tiny change in the input-

image and use the encryption algorithm to encrypt the image before and after any changes. Then they try to find 

out the relationship between the input-image and the encrypted image. The differential analysis aims to assess 

sensitivity to the input-image. Number of pixels change rate (NPCR) and unified average changing intensity 

(UACI) are two parameters to measure the difference between two encrypted images of the same image. NPCR 

calculates the percentage of different pixel numbers between two encrypted images. UACI calculates the 

average intensity of difference between two encrypted images [14]. NPCR and UACI are defined as: 
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where P×Q is the size of encrypted images C and C’. The following table reports results of NPCR and UACI 

which are closer to reference values. 
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Key Sensitivity Analysis: As a common attack, key sensitivity uses pairs of security keys related by a slight 

difference to encrypt input-images and calculates the differences of the corresponding encrypted-images for 

statistical clues. High key sensitivity is that the cryptosystem with two slightly distinct keys encrypts the same 

input-image and gets utterly different encrypted images. The difference can be quantified by the parameters 

NPCR and UACI [14]. 

Noise and Information Loss Analyses:  
Noise Analysis: Peak Signal to Noise Ratio is defined as the ratio between the maximum power possible of 

the signal and the power of the corrupted signal due to noise. PSNR is given as:  

1020log (255 / )PSNR MSE  

where MSE is the mean square error value. For good encryption, PSNR between plain-image and cipher must be 
a low value. It is also used for evaluating information loss; high PSNR between plain-image and decrypted 

image means less information loss. [21] 

Information Loss Analysis: A good encryption system should be free from information loss due to noise or 

algorithm while encryption and/or decryption. To verify whether the information loss has occurred or not, we 

must perform the analyses of HSL (hue, saturation, luminosity), resolution, aspect ratio, RGB content, energy, 

contrast, etc. [21] 

The mathematical definitions of hue, saturation, and luminosity are complex, but they are calculated by the 

mathematical operations on the image matrix. There are library functions in image processing languages for 

computing hue, saturation, and luminosity of the pixels. 

R(Red) value of a particular pixel is the value of the corresponding element in the R matrix of the image. 

G(Green) value of that particular pixel is the value of the corresponding element in the G matrix of the image. 

B(Blue) value of a particular pixel is the value of the corresponding element in the B matrix of the image. 
The resolution of an image is the dimension of the image matrix, i.e., the number of rows x the number of 

columns in the image matrix. Example: A color image has a resolution of 400x300x3; 400 is the number of 

rows, 300 is the number of columns, and 3 is the number of color channels. If the image is color, then the R, G, 

and B matrices have the same dimension.  

The aspect ratio of an image is the number of rows in the image matrix (M) divided by the number of 

columns (N) in the image matrix.  

Aspect-Ratio = M/N 
The contrast of an image is the difference of the maximum pixel (or element) value in the image matrix and 

the minimum pixel value. 

     Contrast = maximum(I) – minimum(I), where I is the image. 
The energy of an image is defined as the sum of all the pixel values in the image matrix (I).  

Energy = sum(I) 

Robustness Analysis: Due to noise or the related, images may suffer from occlusion and clipping attacks. A 

good encryption scheme has a provision for restoring and reclaiming the information lost. That is, robustness is 

an important property of image encryption methods. Robustness is an important index to verify the anti-

interference ability of cryptography. In the process of transmitting images, the information may be lost or 

polluted by noise, so it is necessary to design an encryption algorithm, with strong mathematical properties in 
mind. Even if part of the information is lost, the part of the plain-image information can be obtained by 

decrypting the program [20]. The systems with scrambling and descrambling help maximizing the robustness. 

Robustness is the outcome of the mathematical properties of the encryption. 

Perceptual Analysis: A good algorithm must be sensitive to the secret key of the process. That is, a small 
change in the secret key will produce a completely different result. 

Example: key = (0.111111111111111, 0.111111111111110) 

The last bit has been changed to generate a new key: new key = (0.111111111111111, 0.111111111111111) 

The correct key produces the image back, whereas the wrong key does not produce the image. This is due to the 

mathematical characteristics of the encryption. [20] 

Keyspace, Algorithmic Complexity, and Speed Analyses: Keyspace is the number of possible key 

combinations. If the keyspace of an algorithm is greater than 2100, then the algorithm is a good image encryption 

which can resists brute force attacks. For example, a cryptosystem has a key with 6 variables, the algorithm has 

a keyspace which is > 2300. Therefore, we can say that the example system can resist brute-force attacks. 

Algorithmic complexity is the total number of vital iterations in the algorithm. It is the measure of an 

algorithm's time and speed. Encryption efficiency analysis assesses the running performance of encryption. 

Encryption efficiency is an important measure to assess the running performance of the encryption scheme. For 
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analyses of chaotic encryption schemes, the time-consuming part in computations is the operations of 

multiplying floating point numbers. [14] The speed or data rate of the encryption can be computed by the size of 

the image divided by the execution speed. 

III.  CONCLUSION 

People, who are involving in the activities of cryptography and cryptanalysis, always want to visualize and 

realize the images, encryption, and analyses as mathematical models. Mathematical models of images, 
encryption, and analyses give them flexibility and easiness in the development of algorithms, the provision for 

prior simulations, and the ability to verify the correctness, security, and performance of the encryption systems 

under consideration. We hope this paper provides the readers with the idea of mathematical interpretations of 

the various concepts of the images and encryption, and this will help them to correct and extend the existing 

ideas and device new encryption systems with more security and performance. 
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