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Abstract A graph G = (V, E) with p vertices and q edges is said to be a k-relaxed mean graph if there exists a
function f from the vertex set of Gto{k —1,k,k+ 1,k + 2, ...,k + q} such that in the induced map f* from
the edge set of G to {k,k+1,k+2, . k+q—1} defined by
( ) ’L);f © if f(w) + f(v)is even

ffle=uv) =
[ORTOLif f(u) + f(v)is odd

prove some results on k-relaxed mean labelling of some graphs.

the resulting edge labels are distinct. In this paper, we
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I. INTRODUCTION

In this paper, we consider all graphs are finite, simple and undirected. Terms not defined here are used in the
sence of Frank Harary [1]. The symbols V(G) and E(G) will denote the vertex set and the edge set of a graph G.

A graph labeling is an assignment of integers to the vertices or edges or both subject to certain conditions. If
the domain of the mapping is the set of vertices (or edges) then the labeling is called a vertex labeling (or an
edge labeling). For an excellent survey on graph labeling, we refer to Gallian [3].

Mean labeling was introduced by S. Somasundaram and R. Ponraj [6-7]. Relaxed mean labeling was
introduced by V. Maheswari, D.S.T. Ramesh and V. Balaji [4-5]. Further, it was studied by R. Thayalarajan and
S. Nanthini. We have established path, cycle, ladder, the graph P2, triangular snake T,,, quadrilateral snake Q,,,
alternate triangular snake A(T,,), Alternate quadrilateral snake A(Q,,) as k-relaxed mean labeling of graphs.

Il. MAIN RESULTS

Defintion 2.1: A graph G = (V, E) with p vertices and g edges is said to be a k-relaxed mean graph if
there exists a function f from the vertex set of G to {k—1,k,k+1,k+2,...,k + g} such that in the
induced map f* from the edge set of G to {k,k+1,k+2,..,k+q— 1} defined by f*(e =uv) =

f(u);rf(v) if f(u)+ f(w)is even

fi(“”g W6 F(w) + F(v)is odd

mean labeling is called a k-relaxed mean graph (k-RMG).

the resulting edge labels are distinct. A graph G which admits a k-relaxed

Definition 2.2: A graph is called a path if the degree d(v)of every vertex v is < 2 and there are no more
than 2 end vertices. An end vertex is a vertex of degree 1.

Definition 2.3: A walk in which no vertex (except the initial of final vertex) appear more than once is called
acycle.

Definition 2.4: The product graph P, x P, is called a ladder and it is denoted by L,,.

Definition 2.5: The k" power graph G* of a connected graph G, where k > 1 is that graph with V(G*) =
V(G) for which uv € E(G*) ifand only if 1 < d;(u,v) < k. The graph G? is referred to as square of G.

Definition 2.6: A triangular snhake T,, is obtained from a path vy, v,, v5 ..., v,,41 by joining v; and v;,, to a
new vertices u; for 1 < i < n. That is, every edge of a path is replaced by a triangle C;.

Definition 2.7: A quadrilateral snake Q,, is obtained from a path u,, u,, us, ..., u, by joining u; and u;,, to a
new vertex v; for 1 < i < n— 1. That is, every edge of a path is replaced by a quadrilateral C,.

Definition 2.8: An alternate triangular snakeA(T,,) is obtained from a path u,, u,, us, ..., u, by joining u;
and u;,, (alternately) to a new vertex v;. That is, every edge of a path is replaced by C;(alternately).
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Definition 2.9: A alternate quadrilateral snake A(Q,,) is obtained from a path u,, u,, us, ..., u, by joining wu;

and u;,, (alternate) to a new vertex v; for 1 <i<n—1. That is, every edge of a path is replaced by
C,(alternate).

Theorem 2.10: The path B, is a k-relaxed mean graph for all k > 1 and for all n > 2.

Proof: Let the vertices of B, be {u,, u,, ..., u,} and the edges of B, be {e,, e, ..., e,,_1}, Which are denoted as
in Figure 1.1.

el 62 EE)
[ L 2 L 2 @ L 4 L  J
Uy u;

Figure 1.1: Ordinary labeling of P,
We know that [V(B,)| =nand |[E(B)| =n—1.

First we label the vertices as follows:
Define f:V(B) »{k— L k,k+1,k+2,..,k+q}by

C(k+i-2 ;l<i<n—1
f(ui)_{k+n—1 ; i=n

Then, the induced edge labels of P, are
ffle)=k+i—-1,1<i<n-1

Clearly, the induced edge labels are distinct. Hence, the path B, is a k-relaxed mean graph for all
k= 1andforall n = 2.

Ilustration 2.11: 4-RML of Pg is shown in Figure 1.2.

4 5 6 7 8 9 10
@ L g L g L g L g L g g \
3 4 5 6 7 8

Figure 1.2: 4-RML of Pg

Ilustration 2.12: 11-RML of P, is shown in Figure 1.3.
11 12 13 14 15 16 17 18
° ° ® ® ® ® ® ® )
10 11 12 13 14 15 16 17 19

Figure 1.3: 11-RML of P,

Theorem 2.13: The cycle C,, is a k-relaxed mean graph for all k = 1 and for all n > 3.

Proof: Let the vertices of C,, be {uy, u,, ..., u,;} and let the edges of C,, be {e;, e,, ..., ,,}, which are denoted
as in Figure 1.4.

Uy €n Up €n-1 Up-1
L 4 L4
€1
L 4 L

Figure 1.4: Ordinary labeling of C,,

We know that [V (C,,)| = nand [E(C,)| =n.
First we label the vertices as follows:

Define £:V(Cy) = (k= Lk, k + 1,k +2,...,k + q} by
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Fornodd,1<i<n

k-1 ; i=1
k+i—2: zgls"z;l

fuw) =
' k+i—1,%513n—1
k+n ; i=n

Forneven,1<i<n

(k—1 ; i=1
lkvi-2; 2<is<?
u; =
Sl {k+i—1 S+l<is<n-1
kk+n ; i=n
Then, the induced edge labels of C,, are
Fornodd,1<i<n
(K ; 1<is™—
f*(ei)={k+i ;nTHSiSn—l
2k+n-1
L > ; i=n
Forneven,1<i<n
(k+i-1; 2<i<?
f*(el.)={k+i +l<isn-—1
2k+n .
; i=n

2

Clearly, the induced edge labels are distinct. Hence, the cycle G, is a k-relaxed mean graph for all
k = 1andforall n > 3.

Illustration 2.14: 7-RML of Cg is shown in Figure 1.5.

6 15 13 12
L @
11 14 13
7 12
8 9 10
L @
7 8 9 11

Figure 1.5: 7-RML of Cg

Ilustration 2.15: 4-SDML of C,, is shown in Figure 1.6.

3 15 13 12 11
PY P ®
9 14 13 12
11
4
10

2 P 6 ° I ® 8

4 5 6 7 9

Figure 1.6: 4-RML of €4,
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Theorem 2.16: The ladder L,, is a k-relaxed mean graph for all k = 1 and for all n > 3.

Proof: Let the vertices of L,, be {uy, u,, ..., u,} U {vy,v,, ...,v,} and the edges of L,, be {e;, e;, ...,e,_1} U
{ei, ey ...,e,_1} U{ej, e, ...,e,}, which are denoted as in Figure 1.7.

Uy U, Un-1 Un
€1 €; €n-1
€ € €n-1 en
€ €z €n-1
v, v, VUn_1 vy

Figure 1.7: Ordinary labeling of L,,
We know that |V (L,)| = 2n and |E(L,)| = 3n — 2.
First we label the vertices as follows:
Define f:V(L,) »{k— 1Lk k+1,k+2,..,k+q}by

(k+3i-3 ;1<i<n-—1
f(ui)_{k+3n—2 ; i=n

fw)=k+3i—4;1<i<n
Then, the induced edge labels of L,, are
fe)=k+3i-1;1<i<n-1
ffle)=k+3i-2;1<i<n-1
f*(e£’)=k+3i—3 ;1<i<n

Clearly, the induced edge labels are distinct. Hence, the ladder L,, is a k-relaxed mean graph for all
k =1andforalln = 3.

Ilustration 2.17: 4-RML of Lg is shown in Figure 1.8.

4 7 10 13 16 19 22 26
Y% 9 = | 5 | ® | = | =]
4 7 10 13 16 19 22 25
&5 s L o0u l 14 [ w7 | 20 | 23 |
3 6 9 12 15 18 21 24
Figure 1.8: 4-RML of Lg
Ilustration 2.18: 7-RML of L, is shown in Figure 1.9.
7 10 3 6 19 22 26
Y9 T © % 15 ]7 8 1 2 | 22
7 10 13 16 19 22 25
J GRS W A VIR B 20 | 23 |
6 9 12 15 18 21 24
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Figure 1.9: 7-RML of L,
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Theorem 2.19: The graph B? is a k-relaxed mean graph for all k > 1 and for all n > 3.

Proof: Let the vertices of P? be {u;,u,, ..,u,} and let the edges of P? be {ej, e, ...,en_1} U
{e, e, ..., e,,_5}, which are denoted as in Figure 1.10.

Figure 1.10: Ordinary labeling of P2

We know that |[V(B?)| =n and |E(P?)| = 2n — 3.

First we label the vertices as follows:

Define f:V(P?) »{k—1,k,k+1,k+2,..,k+q}by
fu)=k+2i—-3;1<i<n

Then, the induced edge labels of P? are
ffle)=k+2i—2;1<i<n-1
fe)=k+2i—1;1<i<n-2

Clearly, the induced edge labels are distinct. Hence, the PZis a k-relaxed mean graph for all k > 1 and
foralln > 3.

Hlustration 2.20: 2-RML of PZ is shown in Figure 1.11.
3 5 7 9 11 13

1 3 5 7 9 11 13 15
Figure 1.11: 2-RML of P2

Ilustration 2.21: 5-RML of PZ is shown in Figure 1.12.
6 8 10

4 6 8 10 12
Figure 1.12: 5-RML of P2

Theorem 2.22: The triangular snake T;, is a k-relaxed mean graph for all k > 1 and for all n > 2.

Proof: Let the vertices of T, be {u;,uy, ..,un}VU{vy, vy, ..., 741} and let the edges of T, be
{e1, €5, ...,ey} U{es, ey, ...,e,} U{es, ey, ..., .}, Which are denoted as in Figure 1.13.

%1 €1 V2 €2 €n-1 Un €n Un+1

Figure 1.13: Ordinary labeling of T,
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We know that |V (T,)| = 2n + 1 and |E(T;,)| = 3n.

First we label the vertices as follows:

Define f:V(T,) » {k—1,kk+1,k+2,..,k+q} by
fu)=k+3i—2;1<i<n

f(v_)_{k+3i—4;lgign
VT lk+3n-3;i=n+1

Then, the induced edge labels of T, are
fle)=k+3i—-2;1<i<n
f(e)=k+3i—3;1<i<n

f(e)=k+3i—1;1<i<n

Clearly, the induced edge labels are distinct. Hence, the triangular snake T;, is a k-relaxed mean graph
forall k = 1 and foralln > 2.

Hlustration 2.23: 6-RML of Ty is shown in Figure 1.14.

7 10 13 16 19 22 25 28 31
6 9 12 15 18 2 24 27, 30
8 11 14 1 20 23 26 29 32

7 10 13 16 19 22 25 28 31 )

5 8 11 14 17 20 26 29 33
Figure 1.14: 6-RML of T,
Ilustration 2.24: 3-RML of T is shown in Figure 1.15.
4 7 10 13 16 19

2 5 8 11 14
Figure 1.15: 3-RML of T4

17 21

Theorem 2.25: The quadrilateral snake Q,, is a k-relaxed mean graph for all k > 1 and for all n > 3.

Proof: Let the vertices of Q, be {u;,uy, ..,up}VU{vy, vy, ..., v5n_2} and let the edges of Q, be

{e1, €5, ..,en_1}U{es, e ...,en_1} U {e] ey, ..., e5,_,}, Which are denoted as in Figure 1.16.

Uy Vs U3

Von-3 Uon-2

€n-2 Up-1 €n-1 Un

Figure 1.16: Ordinary labeling of @Q,,
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We know that [V (Q,,)| = 3n — 2 and |E(Q,)| = 4n — 4.

First we label the vertices as follows:

Define f:V(Q,) »{k— 1k k+1,k+2,..,k+q}by
fw) =

Fori1<i<2n-2

k+4i-5 ;1<i<n-1
k+4n—4 ; i=n

k+2i—1; iodd
k+2i—2; i even
k+4n—-8 ;i=2n—-3
k+4n—-7 ;i=2n-2

fw) =

Then, the induced edge labels of Q,, are

oo _(k+4i-3;1<i<n-2
f(ei)_{k+4n—6; i=n—1
o _(k+4i—-2;1<i<n-2
f(ei)_{k+4n—7; i=n—1

k+2i—2; iodd
wf k+2i—1; i even
f(el-)=

k+4n—-8 ;i=2n—-3
k+4n-5;i=2n-2

Clearly, the induced edge labels are distinct. Hence, the quadrilateral snake Q,, is a k-relaxed mean
graph for all k = 1 and for all n > 3.

Ilustration 2.26: 11-RML of Qg is shown in Figure 1.17.

12 13 16 17 2 21 4 25 27 28

22 26 31

Figure 1.17: 11-RML of Qg
Ilustration 2.27: 4-RML of Q5 is shown in Figure 1.18.

5 6 9 10 1 13

Figure 1.18: 4-RML of Q3

Theorem 2.28: The alternate triangular snake A(T,,) is a k-relaxed mean graph for all k > 1 and for
alln > 2.

Proof: Let the vertices of A(T,) be {uy,uy, ...,u}U{vy, vy, ...,v,,} and let the edges of A(T,) be
{ei, ey, ..., e3q_1} U{eyq, e, ..., e5,}, Which are denoted as in Figure 1.19.
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Uy U, Up_q Uy,

!
€2n-1 E2n

€2n-2 €2n—1

V1 V2 U3 Von-1 Von

Figure 1.19: Ordinary labeling of A(T,,)
We know that [V (A(T,))| = 3nand |E(A(T,))| = 4n— 1.
First we label the vertices as follows:
Define f:V(A(T,)) » {k— 1,k k+1,k+2,..,k+q}by

fu))=k+4i—-3;1<i<n
I(Zk+;1-i—6 ,lOdd
2k+4i—4

2
k2k+4-n—2

2

fw) =

;1 even

;i=2n

Then, the induced edge labels of A(T,,) are
ffle)=k+2i—-1;1<i<2n-1
frle)=k+20-2;1<i<2n

Clearly, the induced edge labels are distinct. Hence, the alternate triangular snake A(T;,) is a k-relaxed
mean graph for all k = 1 and for all n > 2.

Ilustration 2.29: 6-RML of T is shown in Figure 1.20.

23

7 11 15 19
10, 1 18 2
8 12 1 20 24
7 9 11 13 15 17 19 21 23
5 8 9 12 13 16 20

21

Figure 1.20: 6-RML of A(T5)

Illustration 2.30: 3-RML of T5 is shown in Figure 1.21.

4 8 12
7 11
5 9 13
4 6 8 10 12
2 6 9 10 1

Figure 1.21: 3-RML of A(T3)

4
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Theorem 2.31: The alternate quadrilateral snake A(Q,,) is a k-relaxed mean graph for all k = 1 and for
alln > 3.

Proof: Let the vertices of A(Q,) be {uy,uy, ..., Uz} U {v1, V5, ..., 75, and let the edges of A(Q,) be
{e1, €5, .., eam_1}U{es, €5, ...,e5} U {e], ey, ..., e5,}, Which are denoted as in Figure 1.22.

U, e U, e, Urp—1 €rn-1 Uyp
Figure 1.22: Ordinary labeling of A(Q,)
We know that [V (A4(Q,))| = 4nand |E(A(Q,))| = 5n — 1.
First we label the vertices as follows:
Define f:V(A(Q,)) »{k— 1k k+1,k+2,...,k+q}by

For1<i<?2n

2k+5i-7

> ; lodd
f) =\ gkesica
. ;i even
For1<i<?2n
2k+5i-3 .
> ; lodd
fW) =9 okesioe
= sjeven

2
Then, the induced edge labels of A(Q,,) are
Fori1<i<2n-1

2k+5i-3

_ 2
fr(ed =19 2ssi-2

2

s odd

;i even
f(e)=k+5i—-3;1<i<n
For1<i<?2n

2k+5i-5

f*(ei”) = 2k+§i—4

2

; lodd

;1 even
Clearly, the induced edge labels are distinct. Hence, the alternate quadrilateral snake A(Q,,) is a
k-relaxed mean graph for all k = 1 and for all n > 3.
Ilustration 2.32: 5-RML of A(Q5) is shown in Figure 1.23.
11 12 16 17
12 17

10 13 15 18

9 13 14 18

Figure 1.23: 5-RML of A(Q3)
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Illustration 2.33: 2-RML of A(Q,,) is shown in Figure 1.24.

Figure 1.24: 2-RML of A(Q-)
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