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#### Abstract

In this paper, we first give a matrix representation of certain class of truncated Toeplitz operators in the case $u=z^{n}$ and then we use this matrix representation to determine the numerical ranges and the numerical radius of such operators.
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## 1. Introduction

Truncated Toeplitz operators have long ago appeared in literature as a model operators for completely nonunitary contractions with defect numbers one and for their commutant. Since 2007, D. Sarason gave in his seminal paper [1], the algebraic properties of such operators and raised interesting questions. The truncated Toeplitz operators live on the coinvariant subspace of the shift operator of the form $K_{u}^{2}=H^{2} \Theta u H^{2}$ for some inner function $u$. Such spaces are also called model spaces. For more details on the truncated Toeplitz operators see [1,2,5,6,7,8,9,10,11,12,22,23,27]. This work organized as follow: in the preliminary section, we give the generalities of model spaces and theirs operators. In third section, we give the matrix representation of truncated Toeplitz operators on the finite dimensional case, namely when $u=$ $z^{n}$. In the last section, we study the numerical range and the numerical radius of Truncated Toeplitz operators on the finite dimensional case.

## 2. Preliminaries

Let $C o$ denote the complex plane, $D$ denote the unit disc and let $T$ denote the unit circle. $H^{2}$ is the usual Hardy space, the subspace of $L^{2}(T)$ of normalized Lebesgue measure $m$ on $T$ whose harmonic extensions to $D$ are holomorphic. A function which is analytic and bounded in $D$ is said to be inner if $|u|=1 m$-almost everywhere on $T$ in the sense of nontangential boundary values. For an inner function $u \in H^{2}$, the model space is defined by $K_{u}^{2}=H^{2} \Theta u H^{2}$. In other words $K_{u}^{2}=H^{2} \cap\left(u H^{2}\right)^{\perp}=\left(u H^{2}\right)^{\perp}$, its reproducing kernel being defined by (see [1])

$$
\begin{equation*}
k_{\lambda}^{u}=\frac{1-\overline{u(\lambda)} u}{1-\bar{\lambda} z} \tag{1}
\end{equation*}
$$

with $\lambda \in D$. This function verifies $\left\langle f, k_{\lambda}^{u}\right\rangle=f(\lambda)$ for all $f \in K_{u}^{2}$. For inner function $u, K_{u}^{2}$ has an conjugation operator denoted $C$ defined by (see [1])

$$
\begin{equation*}
C \varphi=u \overline{z \varphi} \tag{2}
\end{equation*}
$$

with $z \in T$. The kernel conjugate reproducing of $k_{\lambda}^{u}$ on $K_{u}^{2}$ denoted by $C k_{\lambda}^{u}$ and defined by (see [1])

$$
\begin{equation*}
C k_{\lambda}^{u}=\frac{u-u(\lambda)}{z-\lambda} \tag{3}
\end{equation*}
$$

with $\lambda \in D$. Given $\varphi \in L^{2}(T)$, we then define the truncated Toeplitz operator $A_{\varphi}$ to be the operator that sends $f$ to $P_{u}(\varphi f)$ for all $f \in K_{u}^{2}$, where $P_{u}$ is the projection of $L^{2}(T)$ onto $K_{u}^{2}$. Truncated Toeplitz operators have many of the same properties as ordinary Toeplitz operators. The truncated Toeplitz operator is defined by density on $K_{u}^{\infty}=K_{u}^{2} \cap H^{\infty}$, where $H^{\infty}$ is the space of analytic and bounded functions on $D$. In other words $A_{\varphi}(f)=P_{u}(\varphi f)$ for all $f \in K_{u}^{\infty}$. For $f \in H^{2}$ each the shift operator is defined by $S(f)=z f$ for $z \in T$. Its adjoint is the backward shift defined by $S^{*}(f)=\frac{f-f(0)}{z}$. The compression on $K_{u}^{2}$ of the shift operator is the operator $S_{u}$ which is a truncated Toeplitz operator with symbol $z$ that is to say $S_{u}=A_{z}$. Its adjoint is the operator $S_{u}^{*}$ which is a truncated Toeplitz operator of symbol $\bar{z}$. The operator $S_{u}$ commutes with truncated Toeplitz operators.

For $A$ an bounded operator on $L^{2}$, the numerical range of $A$ is the set defined and denoted by

$$
\begin{equation*}
W(A)=\left\{\langle A x, x\rangle: x \in L^{2},\|x\|=1\right\} \tag{4}
\end{equation*}
$$

It is a very important tool to study the properties of operators. In 1918, Toeplitz proved that the boundary $\partial W(A)$ is a convex curve. In 1919, Haussdorff gave his now classic theorem for convexity of $W(A)$. The numerical radius of $A$ is defined by

$$
\begin{equation*}
w(A)=\sup \{|\lambda|: \lambda \in W(A)\} \tag{5}
\end{equation*}
$$

For more details on the numerical ranges and numerical radius of some operators see $[3,4,14,15,16,17,18,19,20]$.
For $f, g \in H^{2}$, the usual tensor of $f$ and $g$ is defined by $f \otimes g(h)=\langle h, g\rangle f$ for all $h \in H^{2}$ and the product of two tensors is defined by $(f \otimes g)(h \otimes j)=\langle h, g\rangle(f \otimes j)$ for all $h, j \in H^{2}$.

In what follows, we denote by TTO: truncated Toeplitz operator and by TTOs: truncated Toeplitz operators. The following results are in [1] and in [2].

Proposition 2.1. [1] (1) Let $\lambda \in D$. Then $C k_{\lambda}^{u} \otimes k_{\lambda}^{u}$ is a TTO with symbol $\frac{u}{z-\lambda}$ and $k_{\lambda}^{u} \otimes C k_{\lambda}^{u}$ is a TTO with symbol $\frac{\bar{u}}{\overline{z-\lambda}}$
(2) Let $\lambda \in T$ such that $u$ has an angular derivative in the sense of Caratheodory (ADC) at the point $\lambda$. Then $k_{\lambda}^{u} \otimes k_{\lambda}^{u}$ is a TTO with symbol $k_{\lambda}^{u}-\overline{k_{\lambda}^{u}}+1$.
These three operators are TTOs of rank-one.
Remark 2.2. The function $u$ is said to have an angular derivative in the sense of Caratheodory (ADC) at the point $\zeta \in T$ if $u$ has a nontangential limit of unit modulus at $\zeta$ and $u^{\prime}$ has a nontangential limit $u^{\prime}(\zeta)$ at $\zeta$.

Lemma 2.3. [2] Let $\varphi \in K_{u}^{2}$. Then

$$
\begin{array}{r}
S_{u} C \varphi=u \overline{(\varphi-\phi(0))} \\
S_{u} C k_{\lambda}^{u}=\lambda C k_{\lambda}^{u}-u(\lambda) k_{0}^{u} \tag{7}
\end{array}
$$

Definition 2.5. [2] For $\alpha \in$ Cowith $\alpha \neq 0 B^{\alpha}=\left\{A_{\varphi+\alpha \overline{S_{u} C \varphi}+c}, c \in C o\right\}$. An operator is of type $\alpha$ if it is in $B^{\alpha}$.
For more details on truncated Toeplitz operators of type $\alpha$ see [2] (section 4.1).
Remark 2.6. By [2], the TTOs in proposition 1 are of type $\alpha=u(\lambda)$.
The following results give properties concerning numerical ranges and numerical radius of all operators $A$ and $B$.
Proposition 2.7. [3] For all bounded operators $A$ and $B$ on complex Hilbert space $H, \alpha$ and $\beta \in C o$, we have the following properties:

1. $W(\alpha I+\beta A)=\alpha+\beta W(A)$
2. $W(A+B) \subset W(A)+W(B)$
3. $W\left(A^{*}\right)=\{\bar{\lambda}, \lambda \in W(A)\}$

Remark 2.8. In finite dimension, we have $W(A+B)=W(A)+W(B)$.
Lemma 2.9. [3] Let $A$ an bounded operator in complex Hilbert space $H$. Then

$$
\begin{equation*}
w\left(A^{n}\right) \leq(w(A))^{n} \tag{8}
\end{equation*}
$$

Lemma 2.10. [4] The following inequality is hold:

$$
\begin{equation*}
\sup \left\{\sum_{i=0}^{n-2} x_{i} x_{i+1}: x_{i} \in R, \sum_{i=0}^{n-1} x_{i}^{2}=1\right\} \leq \cos \frac{\pi}{n+1} \tag{9}
\end{equation*}
$$

with R : set of real numbers.
Remark 2.11. The two inequalities in equation 8 and 9 are very important for the results concerning the numerical radius.

## 3. Matrix representations of TTOs in the case where $u=z^{\mathbf{n}}$

If $u=z^{n}$, the model space $K_{u}^{2}$ is finite dimensional. In this case, $u$ is a finite order Blaschke product and $K_{u}^{2}=K_{z}^{2}=$ $\operatorname{span}\left\{1, z, z^{2}, \ldots, z^{n-1}\right\}$. So if $\varphi \in K_{z^{n}}^{2}$ then

$$
\begin{equation*}
\varphi(z)=\sum_{k=0}^{n-1} \hat{\varphi}(k) z^{k} \tag{10}
\end{equation*}
$$

where $\hat{\varphi}(k)$ : the Fourier coefficients of the function $\varphi$ (see [27], example 4.5). The matrix representation of an TTO $A_{\varphi}$ of symbol $\varphi$ with respect to the orthonormal basis $\left\{1, z, z^{2}, \ldots, z^{n-1}\right\}$ of $K_{z^{n} \text { is given by (see [1], page 2) }}^{2}$

$$
M a\left(A_{\varphi}\right)=\left(\begin{array}{ccccccc}
\hat{\varphi}(0) & \hat{\varphi}(-1) & \hat{\varphi}(-2) & \cdots & \hat{\varphi}(3-n) & \hat{\varphi}(2-n) & \hat{\varphi}(1-n)  \tag{11}\\
\hat{\varphi}(1) & \hat{\varphi}(0) & \hat{\varphi}(-1) & \cdots & \hat{\varphi}(4-n) & \hat{\varphi}(3-n) & \hat{\varphi}(2-n) \\
\hat{\varphi}(2) & \hat{\varphi}(1) & \hat{\varphi}(0) & \cdots & \hat{\varphi}(5-n) & \hat{\varphi}(4-n) & \hat{\varphi}(3-n) \\
\hat{\varphi}(3) & \hat{\varphi}(2) & \hat{\varphi}(1) & \cdots & \hat{\varphi}(6-n) & \hat{\varphi}(5-n) & \hat{\varphi}(4-n) \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
\hat{\varphi}(n-3) & \hat{\varphi}(n-4) & \hat{\varphi}(n-5) & \cdots & \hat{\varphi}(0) & \hat{\varphi}(-1) & \hat{\varphi}(-2) \\
\hat{\varphi}(n-2) & \hat{\varphi}(n-3) & \hat{\varphi}(n-4) & \cdots & \hat{\varphi}(1) & \hat{\varphi}(0) & \hat{\varphi}(-1) \\
\hat{\varphi}(n-1) & \hat{\varphi}(n-2) & \hat{\varphi}(n-3) & \cdots & \hat{\varphi}(2) & \hat{\varphi}(1) & \hat{\varphi}(0)
\end{array}\right)
$$

Example 3.1. (1) The matrix representation of shift operator $A_{z}$ is given by

$$
M a\left(A_{z}\right)=\left(\begin{array}{ccccccc}
0 & 0 & 0 & \cdots & 0 & 0 & 0  \tag{12}\\
1 & 0 & 0 & \cdots & 0 & 0 & 0 \\
0 & 1 & 0 & \cdots & 0 & 0 & 0 \\
0 & 0 & 1 & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
0 & 0 & 0 & \cdots & 1 & 0 & 0 \\
0 & 0 & 0 & \cdots & 0 & 1 & 0
\end{array}\right)
$$

(2) The matrix representation of backward shift operator $A_{\bar{z}}$ is given by

$$
M a\left(A_{\bar{z}}\right)=\left(\begin{array}{ccccccc}
0 & 1 & 0 & \cdots & 0 & 0 & 0  \tag{13}\\
0 & 0 & 1 & \cdots & 0 & 0 & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 0 & 1 & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 & 1 \\
0 & 0 & 0 & \cdots & 0 & 0 & 0
\end{array}\right)
$$

Proof. Let $\varphi \in K_{z^{n}}^{2}$. Under equation 10, we have
(1) $\varphi(z)=\sum_{k=0}^{n-1} \hat{\varphi}(k) z^{k}=\hat{\varphi}(1) z=z$. By identification, we get $\hat{\varphi}(1)=1$ and $\hat{\varphi}(k)=0$ for all $k \neq 1$. We obtain the matrix in equation 12.
(2) $\overline{\varphi(z)}=\sum_{k=0}^{n-1} \overline{\hat{\varphi}(k) z^{k}}=\sum_{k=0}^{n-1} \hat{\varphi}(-k) z^{-k}=\hat{\varphi}(-1) z^{-1}=\hat{\varphi}(-1) \bar{z}=\bar{z}$. By identification, we get $\hat{\varphi}(-1)=1$ and $\hat{\varphi}(k)=0$ for all $k \neq 1$ and equation 13 is obtained.

In the following, we denote by $M$ the matrix of $A_{z}$ and by $N$ the matrix of $A_{\bar{z}}$. The following result generalizes the matrix representation of a TTO as a function $M$ and $N$.

Proposition 3.2. Let $\varphi \in K_{z^{n}}^{2}$. Then
Proof. For $M=\left(\begin{array}{ccccccc}0 & 0 & 0 & \cdots & 0 & 0 & 0 \\ 1 & 0 & 0 & \cdots & 0 & 0 & 0 \\ 0 & 1 & 0 & \cdots & 0 & 0 & 0 \\ 0 & 0 & 1 & \cdots & 0 & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\ 0 & 0 & 0 & \cdots & 0 & 0 & 0 \\ 0 & 0 & 0 & \cdots & 1 & 0 & 0 \\ 0 & 0 & 0 & \cdots & 0 & 1 & 0\end{array}\right)$, it's not difficult to verify that $M^{2}=\left(\begin{array}{ccccccc}0 & 0 & 0 & \cdots & 0 & 0 & 0 \\ 0 & 0 & 0 & \cdots & 0 & 0 & 0 \\ 1 & 0 & 0 & \cdots & 0 & 0 & 0 \\ 0 & 1 & 0 & \cdots & 0 & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\ 0 & 0 & 0 & \cdots & 0 & 0 & 0 \\ 0 & 0 & 0 & \cdots & 0 & 0 & 0 \\ 0 & 0 & 0 & \cdots & 1 & 0 & 0\end{array}\right) \cdots$ and

$$
M^{n-1}=\left(\begin{array}{ccccccc}
0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
1 & 0 & 0 & \cdots & 0 & 0 & 0
\end{array}\right) \text {. Similarly, for } N=\left(\begin{array}{ccccccc}
0 & 1 & 0 & \cdots & 0 & 0 & 0 \\
0 & 0 & 1 & \cdots & 0 & 0 & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 0 & 1 & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 & 1 \\
0 & 0 & 0 & \cdots & 0 & 0 & 0
\end{array}\right) \text { we obtain }
$$

$$
N^{2}=\left(\begin{array}{ccccccc}
0 & 0 & 1 & \cdots & 0 & 0 & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 0 & 0 & 1 \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 & 0
\end{array}\right) \cdots \text { and } N^{n-1}=\left(\begin{array}{ccccccc}
0 & 0 & 0 & \cdots & 0 & 0 & 1 \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 & 0
\end{array}\right)
$$

So under equation 11 , we have
$M a\left(A_{\varphi}\right)=\hat{\varphi}(0) I+\hat{\varphi}(1) M+\hat{\varphi}(2) M^{2}+\ldots+\hat{\varphi}(n-1) M^{n-1}+\hat{\varphi}(-1) N+\hat{\varphi}(-2) N^{2}+\ldots+\hat{\varphi}(1-n) N^{n-1}$

$$
=\hat{\varphi}(0) I+\sum_{k=1}^{n-1}\left(\hat{\varphi}(k) M^{k}+\hat{\varphi}(-k) N^{k}\right) \quad \text { as desired. }
$$

Remark 3.3. (1) If $M=M a\left(A_{z}\right)$ then $M^{2}=M a\left(A_{z^{2}}\right) \ldots$ and $M^{n-1}=M a\left(A_{z^{n-1}}\right)$.
(2) If $N=M a\left(A_{\bar{z}}\right)$, then $N^{2}=M a\left(A_{\overline{z^{2}}}\right), \ldots$ and $N^{n-1}=M a\left(A_{\overline{z^{n-1}}}\right)$.

Let $\alpha \in \operatorname{Co}$ such that $\alpha \neq 0$ and $\varphi \in K_{z^{n}}^{2}$. In this case $\varphi(z)=\sum_{k=0}^{n-1} \hat{\varphi}(k) z^{k}$ (see equation 10 ) and by equation 6 , we have

$$
\begin{array}{r}
S_{u} C \varphi=\overline{u(\varphi-\phi(0))}=z^{n} \overline{(\varphi(z)-\varphi(0))}=z^{n} \sum_{k=1}^{n-1} \overline{\hat{\varphi}(k)} z^{-k}=\sum_{k=1}^{n-1} \overline{\hat{\varphi}(k)} z^{n-k}=\sum_{k=1}^{n-1} \overline{\hat{\varphi}(n-k)} z^{k} \text { Then } \\
\varphi+\alpha \overline{S_{u} C \varphi}=\sum_{k=0}^{n-1} \hat{\varphi}(k) z^{k}+\alpha \sum_{k=1}^{n-1} \hat{\varphi}(n-k) z^{-k} \tag{15}
\end{array}
$$

The matrix representation of a TTO $A_{\varphi+\alpha \overline{S_{z} n C \varphi}}$ of type $\alpha$ is given by

$$
M a\left(A_{\varphi+\alpha \overline{S_{u} C \varphi}}\right)=\left(\begin{array}{ccccccc}
\hat{\varphi}(0) & \alpha \hat{\varphi}(n-1) & \alpha \hat{\varphi}(n-2) & \cdots & \alpha \hat{\varphi}(3) & \alpha \hat{\varphi}(2) & \alpha \hat{\varphi}(1)  \tag{16}\\
\hat{\varphi}(1) & \hat{\varphi}(0) & \alpha \hat{\varphi}(n-1) & \cdots & \alpha \hat{\varphi}(4) & \alpha \hat{\varphi}(3) & \alpha \hat{\varphi}(2) \\
\hat{\varphi}(2) & \hat{\varphi}(1) & \hat{\varphi}(0) & \cdots & \alpha \hat{\varphi}(5) & \alpha \hat{\varphi}(4) & \alpha \hat{\varphi}(3) \\
\hat{\varphi}(3) & \hat{\varphi}(2) & \hat{\varphi}(1) & \cdots & \alpha \hat{\varphi}(6) & \alpha \hat{\varphi}(5) & \alpha \hat{\varphi}(4) \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
\hat{\varphi}(n-3) & \hat{\varphi}(n-4) & \hat{\varphi}(n-5) & \cdots & \hat{\varphi}(0) & \alpha \hat{\varphi} n(-1) & \alpha \hat{\varphi}(n-2) \\
\hat{\varphi}(n-2) & \hat{\varphi}(n-3) & \hat{\varphi}(n-4) & \cdots & \hat{\varphi}(1) & \hat{\varphi}(0) & \alpha \hat{\varphi}(n-1) \\
\hat{\varphi}(n-1) & \hat{\varphi}(n-2) & \hat{\varphi}(n-3) & \cdots & \hat{\varphi}(2) & \hat{\varphi}(1) & \hat{\varphi}(0)
\end{array}\right)
$$

The following proposition gives the general form of a matrix representation of an TTO of type $\alpha$.
Proposition 3.4. Let $\alpha \in C o$ such that $\alpha \neq 0$ and $\varphi \in K_{z}^{2}$. Then

$$
\operatorname{Ma}\left(A_{\phi+\alpha \overline{\bar{S}_{u} C \phi}}\right)=\hat{\phi}(0) I+\sum_{k=1}^{n-1}\left(\hat{\phi}(k) M^{k}+\alpha \hat{\phi}(n-k) N^{n-k}\right)
$$

Proof. We pose $K=\left(\begin{array}{ccccccc}0 & 0 & 0 & \cdots & 0 & 0 & \alpha \\ 1 & 0 & 0 & \cdots & 0 & 0 & 0 \\ 0 & 1 & 0 & \cdots & 0 & 0 & 0 \\ 0 & 0 & 1 & \cdots & 0 & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\ 0 & 0 & 0 & \cdots & 0 & 0 & 0 \\ 0 & 0 & 0 & \cdots & 1 & 0 & 0 \\ 0 & 0 & 0 & \cdots & 0 & 1 & 0\end{array}\right)$. So $K^{2}=\left(\begin{array}{ccccccc}0 & 0 & 0 & \cdots & 0 & \alpha & 0 \\ 0 & 0 & 0 & \cdots & 0 & 0 & \alpha \\ 1 & 0 & 0 & \cdots & 0 & 0 & 0 \\ 0 & 1 & 0 & \cdots & 0 & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\ 0 & 0 & 0 & \cdots & 0 & 0 & 0 \\ 0 & 0 & 0 & \cdots & 0 & 0 & 0 \\ 0 & 0 & 0 & \cdots & 1 & 0 & 0\end{array}\right) \ldots$ and
$K^{n-1}=\left(\begin{array}{ccccccc}0 & \alpha & 0 & \cdots & 0 & 0 & 0 \\ 0 & 0 & \alpha & \cdots & 0 & 0 & 0 \\ 0 & 0 & 0 & \cdots & 0 & 0 & 0 \\ 0 & 0 & 0 & \cdots & 0 & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\ 0 & 0 & 0 & \cdots & 0 & \alpha & 0 \\ 0 & 0 & 0 & \cdots & 0 & 0 & \alpha \\ 1 & 0 & 0 & \cdots & 0 & 0 & 0\end{array}\right)$. In the proof of the proposition 3.4, we have $K=M+\alpha N^{n-1}, K^{2}=M^{2}+\alpha N^{n-2}$,
$\ldots$ and $K^{n-1}=M^{n-1}+\alpha N$. So by equation 15 and 16 , we have $M a\left(A_{\varphi+\alpha \overline{S C \varphi}}\right)=\hat{\varphi}(0) I+\sum_{k=1}^{n-1}\left(\hat{\varphi}(k) M^{k}+\alpha \hat{\varphi}(n-\right.$ k) $N^{n-k}$ ) as desired.

The following example gives some matrix representations of TTOs of rank-one (TTOs of type $\alpha=u(\lambda)$ ).

Example 3.5. (1) Let $\lambda \in T$ and we think that $u$ has an ADC at the point $\lambda$. We have

$$
M a\left(k_{\lambda}^{u} \otimes k_{\lambda}^{u}\right)=\left(\begin{array}{ccccccc}
\frac{1}{\lambda} & \lambda & \lambda^{2} & \cdots & \lambda^{n-3} & \lambda^{n-2} & \lambda^{n-1}  \tag{18}\\
\frac{1}{\lambda^{2}} & \frac{1}{\lambda} & \lambda & \cdots & \lambda^{n-4} & \lambda^{n-3} & \lambda^{n-2} \\
\frac{1}{\lambda^{3}} & \frac{1}{\lambda^{2}} & \frac{1}{\lambda} & \cdots & \lambda^{n-5} & \lambda^{n-4} & \lambda^{n-3} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
\frac{\lambda^{n-3}}{\lambda^{n-6}} & \frac{\lambda^{n-4}}{\lambda^{n-5}} & \cdots & \frac{1}{n-5} & \lambda & \lambda^{n-4} \\
\frac{\lambda^{n-2}}{\lambda^{n-1}} & \frac{\lambda^{n-3}}{\lambda^{n-2}} & \frac{\lambda^{n-4}}{\lambda^{n-3}} & \cdots & \frac{\lambda}{\lambda} & 0 & \frac{1}{\lambda} \\
\lambda \\
1
\end{array}\right)
$$

(3) Let $\lambda \in D$. We obtain

$$
M a\left(C k_{\lambda}^{u} \otimes k_{\lambda}^{u}\right)=\left(\begin{array}{ccccccc}
\lambda^{n-1} & \lambda^{n} & \lambda^{n+1} & \cdots & \lambda^{2 n-4} & \lambda^{2 n-3} & \lambda^{2 n-2}  \tag{19}\\
\lambda^{n-2} & \lambda^{n-1} & \lambda^{n} & \cdots & \lambda^{2 n-5} & \lambda^{2 n-4} & \lambda^{2 n-3} \\
\lambda^{n-3} & \lambda^{n-2} & \lambda^{n-1} & \cdots & \lambda^{2 n-6} & \lambda^{2 n-5} & \lambda^{2 n-4} \\
\lambda^{n-4} & \lambda^{n-3} & \lambda^{n-2} & \cdots & \lambda^{2 n-7} & \lambda^{2 n-6} & \lambda^{2 n-5} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
\lambda^{2} & \lambda^{3} & \lambda^{4} & \cdots & \lambda^{n-1} & \lambda^{n} & \lambda^{n+1} \\
\lambda & \lambda^{2} & \lambda^{3} & \cdots & \lambda^{n-2} & \lambda^{n-1} & \lambda^{n} \\
1 & \lambda & \lambda^{2} & \cdots & \lambda^{n-3} & \lambda^{n-2} & \lambda^{n-1}
\end{array}\right)
$$

Proof. From [2] (example 5.3, page 14), these two operators are of type $\alpha=u(\lambda)$ so of type $\lambda^{n}$ because $u(z)=z^{n}$ and for $u$ has an ADC at the point $\lambda \in T$ then $k_{\lambda}^{z^{n}} \otimes k_{\lambda}^{z^{n}}=A_{k_{\lambda}^{z^{n}}+u(\lambda) \overline{s_{z^{n}} C k_{\lambda}^{z^{n}}}}$. We determine the Fourier coefficients $\operatorname{of} k_{\lambda}^{z^{n}}+u(\lambda) \overline{S_{z^{n}} C k_{\lambda}^{z^{n}}}$. From equation 15, we get $k_{\lambda}^{z^{n}}+u(\lambda) \overline{S_{z^{n}} C k_{\lambda}^{z^{n}}}=\sum_{k=0}^{n-1} \hat{\varphi}(k) z^{k}+u(\lambda) \sum_{k=1}^{n-1} \hat{\varphi}(n-$ k) $z^{-k}$ So by equations 1,7 and 3 , we obtain

$$
\begin{aligned}
& k_{\lambda}^{z^{n}}+u(\lambda) \overline{S_{z^{n} C k_{\lambda}^{z^{n}}}}=\frac{1-\overline{\lambda^{n}} z^{n}}{1-\bar{\lambda} z}+u(\lambda) \overline{\left(\lambda C k_{\lambda}^{\left.z^{n}-u(\lambda) k_{0}^{z^{n}}\right)}\right.} \\
&= \frac{1-\overline{\lambda^{n}} z^{n}}{1-\overline{\bar{\lambda}} z}+\lambda^{n} \overline{\left(\lambda C k_{\lambda}^{z^{n}}-\lambda^{n} k_{0}^{z^{n}}\right)} \\
&= \frac{1-\bar{\lambda}^{n} z^{n}}{1-\overline{\bar{\lambda}} z}+\lambda^{n} \overline{\left(\frac{\lambda^{z^{n}-\lambda^{n}}}{z-\lambda}-\lambda^{n}\right)} \\
&=\left.\frac{1-\overline{\lambda^{n} z^{n}}}{1-\overline{\lambda_{z}}}+\lambda^{n} \overline{\left(\frac{\lambda z^{n}-\lambda^{n+1}-\lambda^{n} z+\lambda^{n+1}}{z-\lambda}\right.}\right) \\
&= \frac{1-\bar{\lambda}^{n} z^{n}}{1-\bar{\lambda} z}+\lambda^{n} \overline{\left(\lambda z \frac{z^{n-1}-\lambda^{n-1}}{z-\lambda}\right)} \\
&=1+\bar{\lambda} z+\overline{\lambda^{2}} z^{2}+\ldots+\overline{\lambda^{n-1}} z^{n-1}+\lambda^{n}\left(\overline{\lambda z^{n-1}}+\overline{\lambda^{2} z^{n-2}}+\ldots+\overline{\lambda^{n-1} z}\right) \\
&=1+\bar{\lambda} z+\bar{\lambda}^{2} z^{2}+\ldots+\overline{\lambda^{n-1}} z^{n-1}+\lambda^{n-1} \overline{z^{n-1}}+\lambda^{n-2} \overline{z^{n-2}}+\ldots+\lambda \bar{z}
\end{aligned}
$$

By identification (see the matrix in equation 16), $\hat{\varphi}(0)=1, \hat{\varphi}(1)=\bar{\lambda}, \hat{\varphi}(2)=\overline{\lambda^{2}}, \ldots \hat{\varphi}(n-1)=\overline{\lambda^{n-1}}$ and $\lambda^{n} \hat{\varphi}(n-$ 1) $=\lambda, \lambda^{n} \hat{\varphi}(n-2)=\lambda^{2}, \ldots \lambda^{n} \hat{\varphi}(1)=\lambda^{n-1}$. We get the matrix in equation 18 .
(2) for all $\lambda \in D$, we get $C k_{\lambda}^{z^{n}} \otimes k_{\lambda}^{z^{n}}=A_{C k_{\lambda}^{z^{n}}+u(\lambda) \overline{s_{z^{n}} k_{\lambda}^{z^{n}}}}$ with $C k_{\lambda}^{z^{n}}+u(\lambda) \overline{S_{z} n k_{\lambda}^{z^{n}}}=\sum_{k=0}^{n-1} \hat{\varphi}(k) z^{k}+u(\lambda) \sum_{k=1}^{n-1} \hat{\varphi}(n-$ k) $z^{-k}$.

So under equations 1,7 and 3 , we have

$$
\begin{aligned}
& \quad C k_{\lambda}^{z^{n}}+u(\lambda) \overline{S_{z^{n}} k_{\lambda}^{z^{n}}}=\frac{z^{n}-\lambda^{n}}{z-\lambda}+\lambda^{n} \overline{\bar{\lambda}} \overline{\bar{\lambda}}\left(k_{\lambda}^{z^{n}}-k_{0}^{z^{n}}\right) \\
& = \\
& =\frac{z^{n}-\lambda^{n}}{z-\lambda}+\lambda^{n} \frac{1}{\lambda} \overline{\left(\frac{1-\lambda \lambda^{n} \overline{z^{n}}}{1-\lambda \bar{z}}-1\right)} \\
& =z^{n-1}+\lambda z^{n-2}+\lambda^{2} z^{n-3}+\ldots+\lambda^{n-2} z+\lambda^{n-1}+\lambda^{n} \bar{z}+\lambda^{n+1} \overline{z^{2}}+\ldots+\lambda^{2 n-2} \overline{z^{n-1}}
\end{aligned}
$$

By identification (see the matrix in equation 16), $\hat{\varphi}(0)=\lambda^{n-1}, \hat{\varphi}(1)=\lambda^{n-2}, \quad \hat{\varphi}(2)=\lambda^{n-3}, \quad \hat{\varphi}(n-1)=1$ and $\lambda^{n} \hat{\varphi}(n-1)=\lambda^{n}$
$\lambda^{n} \hat{\varphi}(n-2)=\lambda^{n+1}, \ldots \lambda^{n} \hat{\varphi}(1)=\lambda^{2 n-2}$. We obtain the matrix in equation 19 .
The following result generalizes the matrix of TTOs of rank-one to the powerk $=1,2, \ldots n$.

## Theorem 3.6.

1. Let $\lambda \in T$. If $u=z^{n}$ has an ADC at the point $\lambda$, then
2. 

$$
\begin{equation*}
M a\left(k_{\lambda}^{z^{n}} \otimes k_{\lambda}^{z^{n}}\right)^{k}=n^{k-1} M a\left(k_{\lambda}^{z^{n}} \otimes k_{\lambda}^{z^{n}}\right) \tag{20}
\end{equation*}
$$

with $k=1,2, \ldots n$.
For $\lambda \in D$, then
with $k=1,2, \ldots n$.
Proof. 1. For $\lambda \in T$ and $u=z^{n}$ has an ADC at the point $\lambda$, we have

$$
\begin{aligned}
& \quad \quad\left(k_{\lambda}^{z^{n}} \otimes k_{\lambda}^{z^{n}}\right)^{k}=\left(k_{\lambda}^{Z^{n}} \otimes k_{\lambda}^{z^{n}}\right)\left(k_{\lambda}^{z^{n}} \otimes k_{\lambda}^{z^{n}}\right)\left(k_{\lambda}^{Z^{n}} \otimes k_{\pi}^{z^{n}}\right)^{k-2} \\
& = \\
& =\left\langle k_{\lambda}^{z^{n}}, k_{\lambda}^{z^{n}}\right\rangle\left(k_{\lambda}^{z^{n}} \otimes k_{\lambda}^{z^{n}}\right)\left(k_{\lambda}^{Z^{n}} \otimes k_{\pi}^{z^{n}}\right)^{k-2} \\
& = \\
& =k_{\lambda}^{z^{n}}(\lambda)\left(k_{\lambda}^{z^{n}} \otimes k_{\lambda}^{z^{n}}\right)\left(k_{\lambda}^{z^{n}} \otimes k_{\pi}^{z^{n}}\right)^{k-2} \\
& = \\
& =\left(k_{\lambda}^{z^{n}}(\lambda)\right)^{2}\left(k_{\lambda}^{Z^{n}} \otimes k_{\lambda}^{z^{n}}\right)\left(k_{\lambda}^{z^{n}} \otimes k_{\pi}^{z^{n}}\right)^{k-3} \\
& =\ldots \\
& = \\
& =\left(k_{\lambda}^{z^{n}}(\lambda)\right)^{k-1}\left(k_{\lambda}^{z^{n}} \otimes k_{\lambda}^{z^{n}}\right)
\end{aligned}
$$

From equation $1,\left(k_{\lambda}^{z^{n}}(\lambda)\right)^{k-1}=\left(\frac{1-\overline{\lambda^{n}} \lambda^{n}}{1-\bar{\lambda} \lambda}\right)^{k-1}=\left(1+\bar{\lambda} \lambda+\overline{\lambda^{2}} \lambda+\ldots+\overline{\lambda^{n-1}} \lambda^{n-1}\right)^{k-1}=n^{k-1}$ because $\bar{\lambda} \lambda=1$.

3. For $\lambda \in D$, we get

$$
\begin{aligned}
& \left(C k_{\lambda}^{z^{n}} \otimes k_{\lambda}^{z^{n}}\right)^{k}=\left(C k_{\lambda}^{z^{n}} \otimes k_{\lambda}^{z^{n}}\right)\left(C k_{\lambda}^{z^{n}} \otimes k_{\lambda}^{z^{n}}\right)\left(C k_{\lambda}^{z^{n}} \otimes k_{\pi}^{z^{n}}\right)^{k-2} \\
= & \left\langle C k_{\lambda}^{z^{n}}, k_{\lambda}^{z^{n}}\right\rangle\left(C k_{\lambda}^{z^{n}} \otimes k_{\lambda}^{z^{n}}\right)\left(C k_{\lambda}^{z^{n}} \otimes k_{\pi}^{z^{n}}\right)^{k-2} \\
= & C k_{\lambda}^{z^{n}}(\lambda)\left(C k_{\lambda}^{z^{n}} \otimes k_{\lambda}^{z^{n}}\right)\left(C k_{\lambda}^{z^{n}} \otimes k_{\pi}^{z^{n}}\right)^{k-2} \\
= & \ldots \\
= & \left(C k_{\lambda}^{z^{n}}(\lambda)\right)^{k-1}\left(C k_{\lambda}^{z^{n}} \otimes k_{\lambda}^{z^{n}}\right)
\end{aligned}
$$

By equation 3, $C k_{\lambda}^{u}(\lambda)=\frac{u(\lambda)-u(\lambda)}{\lambda-\lambda}=u^{\prime}(\lambda)=n \lambda^{n-1}$ Thus, $\left(C k_{\lambda}^{z^{n}}(\lambda)\right)^{k-1}=\left(n \lambda^{n-1}\right)^{k-1}$ which implies $M a\left(C k_{\lambda}^{z^{n}} \otimes\right.$ $\left.k_{\lambda}^{z^{n}}\right)^{k}=\left(n \lambda^{n-1}\right)^{k-1} M a\left(C k_{\lambda}^{z^{n}} \otimes k_{\lambda}^{z^{n}}\right)$ and the result follows.

## 4. Numerical ranges and numerical radius of TTOs in the case where $\mathbf{u}=\mathbf{z}^{\mathbf{n}}$

In this section, we denote by $W\left(A_{\varphi}\right)$ : the numerical range of TTOs and $w\left(A_{\varphi}\right)$ its numerical radius. Since, $u=z^{n}$ we have $K_{u}^{2}$ is finite dimensional and by remark 2.8, we get $W\left(A_{\varphi_{1}}+A_{\varphi_{2}}\right)=W\left(A_{\varphi_{1}}\right)+W\left(A_{\varphi_{2}}\right)$ for all TTOs $A_{\varphi_{1}}$ and $A_{\varphi_{2}}$ . Let $f \in K_{z^{n}}^{\infty}$ such that $f=\left(a_{0}, a_{1}, \ldots, a_{n-1}\right)$ and $\|f\|=1$ where $a_{k} \in C o$ with $k=1,2, \ldots n-1$. So $\|f\|=$ $\left|\left(a_{0}, a_{1}, \ldots, a_{n-1}\right)\right|=\sqrt{\sum_{k=0}^{n-1}\left|a_{k}\right|^{2}}=1$ and $W\left(A_{\varphi}\right)=\left\{\left\langle A_{\varphi} f, f\right\rangle:\|f\|=\left\|\left(a_{0}, a_{1}, \ldots, a_{n-1}\right)\right\|=\sqrt{\sum_{k=0}^{n-1}\left|a_{k}\right|^{2}}=1\right\}$.
The following result gives the numerical range of shift operator and its adjoint.
Lemma 4.1. For the shift operator $A_{z}$ and its adjoint $A_{\bar{z}}$, we have

$$
\begin{equation*}
W\left(A_{z}\right)=W\left(A_{\bar{z}}\right) \tag{22}
\end{equation*}
$$

Proof. By equations 4 and 12 , we obtain $W\left(A_{z}\right)=\left\{\langle M f, f\rangle:\|f\|=\left\|\left(a_{0}, a_{1}, \ldots, a_{n-1}\right)\right\|=\sqrt{\sum_{k=0}^{n-1}\left|a_{k}\right|^{2}}=1\right\}$ with

$$
\begin{aligned}
\langle M f, f\rangle & =\left\langle\left(\begin{array}{ccccccc}
0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
1 & 0 & 0 & \cdots & 0 & 0 & 0 \\
0 & 1 & 0 & \cdots & 0 & 0 & 0 \\
0 & 0 & 1 & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
0 & 0 & 0 & \cdots & 1 & 0 & 0 \\
0 & 0 & 0 & \cdots & 0 & 1 & 0
\end{array}\right)\left(\begin{array}{c}
a_{0} \\
a_{1} \\
a_{2} \\
a_{3} \\
\vdots \\
a_{n-3} \\
a_{n-2} \\
a_{n-1}
\end{array}\right),\left(\begin{array}{c}
a_{0} \\
a_{1} \\
a_{2} \\
a_{3} \\
\vdots \\
a_{n-3} \\
a_{n-2} \\
a_{n-1}
\end{array}\right)\right\rangle=a_{0} a_{1}+a_{1} a_{2}+a_{2} a_{3}+\ldots+a_{n-3} a_{n-2}+a_{n-2} a_{n-1} \\
& =\sum_{k=0}^{n} a_{k} a_{k+1}
\end{aligned}
$$

Similarly, we have $W\left(A_{\bar{z}}\right)=\left\{\langle N f, f\rangle:\|f\|=\left\|\left(a_{0}, a_{1}, \ldots, a_{n-1}\right)\right\|=\sqrt{\sum_{k=0}^{n-1}\left|a_{k}\right|^{2}}=1\right\}$ and using equation 13, we obtain

$$
\begin{aligned}
&\langle N f, f\rangle\left.=\left\langle\begin{array}{ccccccc}
0 & 1 & 0 & \cdots & 0 & 0 & 0 \\
0 & 0 & 1 & \cdots & 0 & 0 & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 0 & 1 & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 & 1 \\
0 & 0 & 0 & \cdots & 0 & 0 & 0
\end{array}\right)\left(\begin{array}{c}
a_{0} \\
a_{1} \\
a_{2} \\
a_{3} \\
\vdots \\
a_{n-3} \\
a_{n-2} \\
a_{n-1}
\end{array}\right),\left(\begin{array}{c}
a_{0} \\
a_{1} \\
a_{2} \\
a_{3} \\
\vdots \\
a_{n-3} \\
a_{n-2} \\
a_{n-1}
\end{array}\right)\right\rangle=a_{1} a_{0}+a_{2} a_{1}+a_{3} a_{2}+\ldots+a_{n-2} a_{n-3}+a_{n-1} a_{n-2} \\
&=\sum_{k=0} a_{k} a_{k+1}
\end{aligned}
$$

and result follows.
The following result characterizes the numerical range of a TTO.
Lemma 4.2. Let $A_{\varphi}$ a TTO of symbol $\varphi$. Then its numerical range is given by

$$
\begin{equation*}
W\left(A_{\varphi}\right)=\hat{\varphi}(0)+\sum_{k=1}^{n-1}(\hat{\varphi}(k)+\hat{\varphi}(-k)) W\left(M^{k}\right) \tag{23}
\end{equation*}
$$

Proof. By proposition 2.7 and equation 14 , we have

$$
W\left(A_{\varphi}\right)=\hat{\varphi}(0)+\sum_{k=1}^{n-1}(\hat{\varphi}(k)+\hat{\varphi}(-k)) W\left(M^{k}\right)
$$

$$
=\hat{\varphi}(0)+\sum_{k=1}^{n-1}\left(\hat{\varphi}(k) W\left(M^{k}\right)+\hat{\varphi}(-k) W\left(N^{k}\right)\right)
$$

From equation 22, we get $W(M)=W(N)$ which implies $W\left(M^{2}\right)=W\left(N^{2}\right), \ldots$ and $W\left(M^{n-1}\right)=W\left(N^{n-1}\right)$. Thus, $W\left(A_{\varphi}\right)=\hat{\varphi}(0)+\sum_{k=1}^{n-1}(\hat{\varphi}(k)+\hat{\varphi}(-k)) W\left(M^{k}\right)$ as desired .

Theorem 4.3. The numerical range of an $\operatorname{TTO} A_{\varphi}$ of symbol $\varphi$ is a disk of radius

$$
\begin{equation*}
r=|\hat{\varphi}(0)|+\sum_{k=1}^{n-1}|\hat{\varphi}(k)+\hat{\varphi}(-k)| \tag{24}
\end{equation*}
$$

Proof. Under equation 23 , we obtain $W\left(A_{\varphi}\right)=\hat{\varphi}(0)+\sum_{k=1}^{n-1}(\hat{\varphi}(k)+\hat{\varphi}(-k)) W\left(M^{k}\right)$ and in the proof of lemma 4.1, we get $W(M)=\left\{\sum_{k=0}^{n-2} a_{k} a_{k+1}: \sum_{k=0}^{n-1}\left|a_{k}\right|^{2}=1\right\}$. Since

$$
\left\langle M^{2} f, f\right\rangle=\left\langle\left(\begin{array}{ccccccc}
0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
1 & 0 & 0 & \cdots & 0 & 0 & 0 \\
0 & 1 & 0 & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
0 & 0 & 0 & \cdots & 1 & 0 & 0
\end{array}\right)\left(\begin{array}{c}
a_{0} \\
a_{1} \\
a_{2} \\
a_{3} \\
\vdots \\
a_{n-3} \\
a_{n-2} \\
a_{n-1}
\end{array}\right),\left(\begin{array}{c}
a_{0} \\
a_{1} \\
a_{2} \\
a_{3} \\
\vdots \\
a_{n-3} \\
a_{n-2} \\
a_{n-1}
\end{array}\right)\right\rangle=a_{0} a_{2}+a_{1} a_{3}+\ldots+a_{n-3} a_{n-1}=\sum_{k=0}^{n-3} a_{k} a_{k+2}
$$

$\ldots$ and $\left\langle M^{n-1} f, f\right\rangle=\left\langle\left(\begin{array}{ccccccc}0 & 0 & 0 & \cdots & 0 & 0 & 0 \\ 0 & 0 & 0 & \cdots & 0 & 0 & 0 \\ 0 & 0 & 0 & \cdots & 0 & 0 & 0 \\ 0 & 0 & 0 & \cdots & 0 & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\ 0 & 0 & 0 & \cdots & 0 & 0 & 0 \\ 0 & 0 & 0 & \cdots & 0 & 0 & 0 \\ 1 & 0 & 0 & \cdots & 0 & 0 & 0\end{array}\right)\left(\begin{array}{c}a_{0} \\ a_{1} \\ a_{2} \\ a_{3} \\ \vdots \\ a_{n-3} \\ a_{n-2} \\ a_{n-1}\end{array}\right),\left(\begin{array}{c}a_{0} \\ a_{1} \\ a_{2} \\ a_{3} \\ \vdots \\ a_{n-3} \\ a_{n-2} \\ a_{n-1}\end{array}\right)\right\rangle=a_{0} a_{n-1}$ we obtain
$\left\langle A_{\varphi} f, f\right\rangle=\hat{\varphi}(0)+(\hat{\varphi}(1)+\hat{\varphi}(-1)) \sum_{k=0}^{n-2} a_{k} a_{k+1}+(\hat{\varphi}(2)+\hat{\varphi}(-2)) \sum_{k=0}^{n-3} a_{k} a_{k+2}+\ldots+(\hat{\varphi}(n-1)+\hat{\varphi}(1-n)) a_{0} a_{n-1}$. Using the fact $\left|a_{k}\right|\left|a_{k+1}\right| \leq \frac{1}{2}\left(\left|a_{k}\right|^{2}+\left|a_{k+1}\right|^{2}\right)$ and $\sum_{k=0}^{n-1} \quad\left|a_{k}\right|^{2}=1$, we have $\sum_{k=0}^{n-p-1}\left|a_{k}\right|\left|a_{k+p}\right| \leq 1$ with $p=$ $1,2, \ldots, n-1$.

Then $\left|\left\langle A_{\varphi} f, f\right\rangle\right| \leq|\hat{\varphi}(0)|+|(\hat{\varphi}(1)+\hat{\varphi}(-1))|+|(\hat{\varphi}(2)+\hat{\varphi}(-2))|+\ldots+|(\hat{\varphi}(n-1)+\hat{\varphi}(1-n))|$ as desired. We have the following corollary.

Corollary 4.4. Let $A_{\varphi}$ a TTO of $\operatorname{symbol} \varphi$. Then the numerical radius of $A_{\varphi}$ is given by the inequality

$$
\begin{equation*}
w\left(A_{\varphi}\right) \leq|\hat{\varphi}(0)|+\sum_{k=1}^{n-1}|\hat{\varphi}(k)+\hat{\varphi}(-k)| \cos ^{k} \frac{\pi}{n+1} \tag{25}
\end{equation*}
$$

Proof. Under equation 9, we havew $(M) \leq \cos \frac{\pi}{n+1}$. Thus, from equation 8 , we obtain $w\left(M^{k}\right) \leq \cos ^{k} \frac{\pi}{n+1}$. By equation 5, we get $w\left(A_{\varphi}\right)=\sup \left\{|\lambda|: \lambda \in W\left(A_{\varphi}\right)\right\}$ and by equation 23 , we have $w\left(A_{\varphi}\right) \leq|\hat{\varphi}(0)|+\sum_{k=1}^{n-1}|\hat{\varphi}(k)+\hat{\varphi}(-k)| w\left(M^{k}\right) \leq$ $|\hat{\varphi}(0)|+\sum_{k=1}^{n-1}|\hat{\varphi}(k)+\hat{\varphi}(-k)| \cos ^{k} \frac{\pi}{n+1}$ as desired.

The following results characterize the numerical ranges and numerical radius of TTOs of type $\alpha$.
Theorem 4.5 The numerical range of an of TTO of type $\alpha \in C o$ such that $\alpha \neq 0$ is given by
$W\left(A_{\varphi+\alpha \overline{S_{z} n C \varphi}}\right)=\hat{\varphi}(0)+(1+\alpha) \sum_{k=1}^{n-1} \hat{\varphi}(k) W\left(M^{k}\right)$
Proof. Using equation 17, we have $W\left(A_{\varphi+\alpha \overline{S_{z} n C \varphi}}\right)=\hat{\varphi}(0)+\sum_{k=1}^{n-1}\left(\hat{\varphi}(k) W\left(M^{k}\right)+\alpha \hat{\varphi}(n-k) N^{n-k}\right)$. Under equation 22, we obtain $W\left(A_{\varphi+\alpha \overline{S_{z^{n}} C \varphi}}\right)=\hat{\varphi}(0)+\sum_{k=1}^{n-1}\left(\hat{\varphi}(k) W\left(M^{k}\right)+\alpha \hat{\varphi}(n-k) M^{n-k}\right)=\hat{\varphi}(0)+(1+\alpha) \sum_{k=1}^{n-1} \hat{\varphi}(k) W\left(M^{k}\right)$ as desired.
The numerical radius of an TTO of type $\alpha$ is given by the following inequality.
Corollary 4.6. The numerical radius of a TTO of type $\alpha \in \operatorname{Co}$ such that $\alpha \neq 0$ is given by

$$
\begin{equation*}
w\left(A_{\varphi+\alpha \overline{S_{z} n C \varphi}}\right) \leq|\hat{\varphi}(0)|+(1+|\alpha|) \sum_{k=1}^{n-1}|\hat{\varphi}(k)| \cos ^{k} \frac{\pi}{n+1} \tag{27}
\end{equation*}
$$

Proof. The proof is immediate using equations 5, 9, 8 and 26.
The following result gives us generalizations of the numerical ranges of rank-one TTOs.
Theorem 4.7. The numerical ranges of rank-one TTOs are discs of radius $2 n-1$.
Proof. (1) Let $\lambda \in T$. We assume that $u$ has an ADC at the point $\lambda$. We know that $k_{\lambda}^{z^{n}} \otimes k_{\lambda}^{z^{n}}$ is of type $u(\lambda)$ (see remark 2.6). So by equation 26, we $\operatorname{have} W\left(k_{\lambda}^{z^{n}} \otimes k_{\lambda}^{z^{n}}\right)=\hat{\varphi}(0)+(1+u(\lambda)) \sum_{k=1}^{n-1} \hat{\varphi}(k) W\left(M^{k}\right)=\hat{\varphi}(0)+\left(1+\lambda^{n}\right) \sum_{k=1}^{n-1} \hat{\varphi}(k) W\left(M^{k}\right)$. Thus,
$\left\langle k_{\lambda}^{Z^{n}} \otimes k_{\lambda}^{z^{n}} f, f\right\rangle=\hat{\varphi}(0)+\left(1+\lambda^{n}\right)\left(\hat{\varphi}(1) \sum_{k=0}^{n-2} a_{k} a_{k+1}+\hat{\varphi}(2) \sum_{k=0}^{n-3} a_{k} a_{k+2}+\ldots+\hat{\varphi}(n-1) a_{0} a_{n-1}\right.$ ) (See the proof of theorem 4.3). Since $\sum_{k=0}^{n-p-1}\left|a_{k}\right|\left|a_{k+p}\right| \leq 1$, we obtain $\left|\left\langle k_{\lambda}^{z^{n}} \otimes k_{\lambda}^{z^{n}} f, f\right\rangle\right| \leq|\hat{\varphi}(0)|+2(|\hat{\varphi}(1)|+|\hat{\varphi}(2)|+\ldots+\mid \hat{\varphi}(n-$ 1)|) because $|\lambda|=1$. By equation 18 , we get $\hat{\varphi}(0)=1, \hat{\varphi}(1)=\bar{\lambda}, \hat{\varphi}(2)=\overline{\lambda^{2}}, \ldots$ and $\hat{\varphi}(n-1)=\overline{\lambda^{n-1}}$. Therefore, $\left|\left\langle k_{\lambda}^{z^{n}} \otimes k_{\lambda}^{z^{n}} f, f\right\rangle\right| \leq 1+2\left(|\lambda|+\left|\overline{\lambda^{2}}\right|+\ldots+\left|\overline{\lambda^{n-1}}\right|\right) \leq 1+2(n-1)=2 n-1$.
(2) ) Let $\lambda \in D$. Under remark 2.6, we have $C k_{\lambda}^{z^{n}} \otimes k_{\lambda}^{z^{n}}$ is of type $u(\lambda)$, according to the above, we obtain $\left|\left\langle C k_{\lambda}^{z^{n}} \otimes k_{\lambda}^{z^{n}} f, f\right\rangle\right| \leq|\hat{\varphi}(0)|+2(|\hat{\varphi}(1)|+|\hat{\varphi}(2)|+\ldots+|\hat{\varphi}(n-1)|)$. By equation 19 , we get $\hat{\varphi}(0)=\lambda^{n-1}, \quad \hat{\varphi}(1)=$ $\lambda^{n-2}, \hat{\varphi}(2)=\lambda^{n-3}, \ldots$ and $\hat{\varphi}(n-1)=1$. Then, $\left|\left\langle k_{\lambda}^{z^{n}} \otimes k_{\lambda}^{z^{n}} f, f\right\rangle\right| \leq\left|\lambda^{n-1}\right|+2\left(\left|\lambda^{n-2}\right|+\left|\lambda^{n-3}\right|+\ldots+1\right) \leq 1+2(n-$ 1) $=2 n-1$.

## 5. Conclusion

From the matrices of the compression on model space $K_{u}^{2}$ of shift operator denoted $A_{z}$ and its adjoint denoted $A_{\bar{z}}$, we obtain general formulas concerning numerical ranges and numerical radius of the truncated Toeplitz operator $A_{\varphi}$ with symbol $\varphi$ and the truncated Toeplitz operator of type $\alpha$ called $A_{\varphi+\alpha \overline{S_{z} n C \varphi}}$ with symbol $\varphi+\alpha \overline{S_{z} C \varphi}$ in the case the inner function $u=z^{n}$. These results are important in engineering science and quantum physics.

## References.

[1] Donald Sarason, "Algebraic Properties of Truncated Toeplitz Operators," Operators and Matrices, vol. 1, no. 4, pp. 491-526, 2007. Crossref, https://doi.org/10.7153/oam-01-29
[2] N.A. Sedlock, "Algebras of Truncated Toeplitz Operators," Operators and Matrices, vol. 5, no. 2, pp. 309-326, 2011. Crossref, http://dx.doi.org/10.7153/oam-05-22
[3] Karl E. Gustafson, and Duggirala K.M. Rao, Numerical Range, The Field of Values of Linear Operators and Matrices, Springer, New York 1997.
[4] M.T.Karaev, and N.Sh. Iskenderov, "Numerical Range and Numerical Radius for Some Operators," Linear Algebra and its Applications, vol. 432, no. 12, pp. 3149-3158, 2010. Crossref, https://doi.org/10.1016/j.laa.2010.01.011
[5] R. V. Bessonov, "Truncated Toeplitz Operators of Finite Rank," Proceedings of the American Mathematical Society, vol. 142, no. 4, pp. 1301-1313, 2014.
[6] Isabelle Chalendar, and Dan Timotin, "Commutation Relations for Truncated Toeplitz Operators," Operators and Matrices, vol. 8, no. 3, pp. 877-888, 2014. Crossref, http://dx.doi.org/10.7153/oam-08-49
[7] Joseph A. Cima et al., "Truncated Toeplitz Operators : Spatial Isomorphism, Unitary Equivalence, and Similarity," Indiana University Mathematics Journal, vol. 59, no. 2, pp. 595-620, 2010.
[8] Anton Baranov, Roman Bessonov, and Vladimir Kapustin, "Symbols of Truncated Toeplitz Operators," Journal of Functional Analysis, vol. 261, no. 12, pp. 3437-3456, 2011. Crossref, https://doi.org/10.48550/arXiv.1009.5123
[9] Anton Baranov et al., "Bounded Symbols and Reproducing Kernel Thesis for Truncated Toeplitz Operators," Journal of Functional Analysis, vol. 259, no. 10, pp. 2673-2701, 2010. Crossref, https://doi.org/10.1016/j.jfa.2010.05.005
[10] R.V. Bessonov, "Fredholmness and Compactness of Truncated Toeplitz and Hankel Operators," Preprint, ArXiv:1407.3466v1. Crossref, https://doi.org/10.48550/arXiv.1407.3466
[11] Stephan Ramon Garcia, and William T. Ross, "Recent Progress on Truncated Toeplitz Operators," In Blaschke products and their Applications, Fields Institue Communications, Springer, New York, vol. 65, pp. 275-319, 2013. Crossref, https://doi.org/10.1007/978-1-4614-5341-3_15
[12] Stephan Ramon Garcia, William T. Ross, and Warren R.Wogen, "C*-Algebras Generated by Truncated Toeplitz Operators," in Concrete Operators, Spectral Theory, Operators in Harmonic Analysis and Approximation, Operator Theory Advances and Applications, vol. 236, pp. 181-192, 2013. Crossref, https://doi.org/10.1007/978-3-0348-0648-0_11
[13] Nikolaĭ K. Nikol'ski1̆, Treatise on the Shift Operator, Fundamentals of Mathematical Sciences, vol. 273, 1986. Crossref, https://doi.org/10.1007/978-3-642-70151-1
[14] T. Ando, and C-K. Li, "The Numerical Range and Numerical Radius," Linear and Multilinear Algebra, vol. 37, no. 1-3, 1994.
[15] O. Axelsson et al., "On the Numerical Radius of Matrices and its Application for Iterative Solution Methods," Linear and Multilinear Algebra, vol. 37, no. 1-3, pp. 225-238, 1994. Crossref, https://doi.org/10.1080/03081089408818325
[16] T. Bayasgalan, "The Numerical Range of Linear Operators in Spaces with an Indefinite Metric (Russian)," Acta Mathematica Hungarica, vol. 57, pp. 157-168, 1991.
[17] F. F. Bonsall, and Duncan, Numerical Ranges, vol. I and II, Cambridge University Press, 1971 and 1973.
[18] Karol Zyczkowski, "Restricted Numerical Range and Some its Applications," Jagiellonian University, Krakow, and the Academy of Sciences, Warsaw, 2010.
[19] Bernhard Beckermann, and Michel Crouzeix, "Operators with Numerical Range in a Conic Domain," Archive of Mathematics, vol. 88, pp. 547-559, 2007. Crossref, https://doi.org/10.1007/s00013-007-1862-7
[20] Michel Crouzeix, "Numerical Range and Functional Calculus in Hilbert Space," Journal of Functional Analysis, vol. 244, no. 2, pp. 668-690, 2007. Crossref, https://doi.org/10.1016/j.jfa.2006.10.013
[21] Joseph A. Cima, and William T. Ross, The Backward Shift on the Hardy Space, Mathematical Surveys and Monographes, American Mathematical Society, vol. 79, 2000.
[22] Joseph A. Cima, William T. Ross, and Warren R. Wogen, "Truncated Toeplitz Operators on Finite Dimensional Spaces," Operators and Matrices, vol. 3, no. 3, pp. 357-369, 2008. Crossref, http://dx.doi.org/10.7153/oam-02-21
[23] N. A. Sedlock, "Algebras of Truncated Toeplitz Operators," Operators and Matrices, vol. 5, no. 2, pp. 309-326, 2010. Crossref, http://dx.doi.org/10.7153/oam-05-22
[24] Donald Sarason, "Generalized Interpolation in H1," Transactions of the American Mathematical Society, vol. 127, no. 2, pp. 179203, 1967. Crossref, https://doi.org/10.2307/1994641
[25] Donald Sarason, Sub-Hardy Hilbert Spaces in the Unit Disk, John Wiley, Sons Inc., New York, 1994.
[26] Peter L. Duren, Theory of Hp-spaces, A Series of Monographs and Textbooks, Academic Press, London, 1970.
[27] Ameur Yagoub, and Mohamed Zarrabi, "Semi Groups of Truncated Toeplitz," Operators and Matrices, vol. 12, no. 3, pp. 603-618, 2018. Crossref, http://dx.doi.org/10.7153/oam-2018-12-37

