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Abstract

In this paper, results on stability and data dependency for a new iteration scheme under contractive-
like mappings are discussed. In the framework of uniformly convex Banach spaces, we also provide
weak and strong convergence results for mappings satisfying the condition /., ,. To validate our proofs,
numerical example are also provided which are supported by graphs and tables. Finally, we exhibit the
applicability of our three-step iteration process in delay differential equations.
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1 Introduction

Let N, R and F(7) denote the set of positive integers, set of real numbers and set of fixed points respectively
and 7T be any self mapping defined on a subset C of a Banach space B.

In the last few years, iteration schemes have been considered an easy tool to calculate the desired fixed
point and, due to this, a number of interesting iterative processes have been introduced to obtain the fixed
point of various kinds of mappings in different types of domains. Some well-known iterations are Mann
iteration [17], Ishikawa iteration [16], Noor [19], S-iteration [5], Abbas et al. [1], Thakur et al. ([35], [36]) K
iteration [15], M *iteration [37], M iteration [38], K* iteration [39], Picard-S iteration process [13].

Piri et al. [27] introduced the following iteration process:

pr=p€eC

D1 = (1 —cn)Trn + cnTan, (1.1)
Gn = Trn,

rn =T((1 —dp)pn + dnTon), neN

where {¢,},{dn} are in (0, 1). In [27], Piri et al. proved that the iteration process (1.1) converges faster than
above mentioned leading iterations for contractive mappings when (1 —¢,) < ¢, and 1 — d,, < d,, for all
n € N. With the help of graphs and tables they concluded that their new iteration scheme is more stable
than Thakur [35], Abbas [1] and Agarwal [5] iteration processes with respect to selection of initial points
and different sets parameters.

In 2020, Chanchal et al. [11] have given chanchal iteration process:
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Ty € C
Pn+1 = TQm

1.2
an =T((1—dp)Tpn +dpnTry), (1.2)
Tn = T((l - Cn)pn + chpn)7 n e N

where {c,},{d,} are in (0,1).

They proved that their iteration scheme (1.2) converges faster than abovementioned iteration algorithms
for contractive-like operators.

Very recently, Hussain et al. [15] introduced the D iteration process as followed:

p1€C
Pn+1 = Tan (13)
Tn = T((l - cn)pn + CnTpn)7 neN

where {c,,},{d,} are in (0, 1).
In 2022 in [18], we introduced a new iteration scheme to study stability, data dependency and fixed point
of generalized nonexpansive mappings.

p1 €C

Prt1 = Tn,

Gn = Trn,

Tn = T((l - Cn)pn + CnTpn), neN

(1.4)

where {c,} € (0,1).

Definition 1.1. A mappings 7 : C — C is contraction, if 3 k € (0,1), such that ||Tu — Tv| < k|ju — v for
all u,v € C.

Definition 1.2. 7 is quasi-nonexpansive, if F(7) # ¢ and ||[Tu —q|| < |ju—gq| Vu e C and g € F(T).

In 2008, Suzuki [30] defined a new class of mappings in Banach space.

1
Sz =Tzl < o —yll = [ITz = Tyl < |z -yl Vr,y € K.

Here, T is named as Condition (C), which is also referred to as generalized nonexpansive mapping. Suzuki
[30] proved that the above-defined mapping is stronger than quasinonexpansive mappings and weaker than
nonexpansive mappings.

Tt is obvious that every mapping satisfying condition (C') with a fixed point is a quasi nonexpansive map-
ping (see [30]). Following this, numerous results have been obtained for the class of generalized nonexpansive
mappings in various spaces (e.g. [10], [35], [38] and references therein).

Definition 1.3 ([10]). Let (B, || - ||) be a Banach space and and C a nonempty subset of B. A mapping
T: C — C satisfies the (£,) condition on the set C if there can be found a real number p > 1 so that

e = Tyl < plle = Tzl + llz - yl|,
for all z, y € C.
Moreover, it is said that 7 accomplishes the condition (F) if there exists p > 1 such that 7 fulfills the
condition (E,).
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In 2017, Pant and Shukla [25] defined a new class of mapping, known as generalized a-nonexpansive
mapping which is larger than the mappings satisfying in condition (C). A self mapping T defined on
nonempty subset K of a Banach space, is said to be generalized a-nonexpansive if there exists 0 < o < 1
such that

1
Jle =Tzl <llz =yl = Tz = Tyll < [Tz —yl| + allTy — 2] + (1 = 20)l|lz —y|| Ve,yeC. (1.5

To approximate the fixed point of generalized c—nonexpansive mappings, in 2019 Piri et al. [27] in-
troduced a new iterative process and proved that their iteration process converges faster than some leading
iterations, for instance Picard, Mann [17], Ishikawa [16], Noor[19], Agarwal [5], Abbas[1] and Thakur iteration
processes [35] for contractive mappings.

In 2018, Patir et al. [26] generalized the notion of (C') condition as follows and presented some fixed
point results for this class of operators.

Definition 1.4. Let C be a nonempty subset of a Banach space B. Let v € [0,1] and p € [0, 3] such that
2u <~y . A mapping T : C — C is said to satisfy the condition 8, , on C if, for all x, y in C,

Yz =Tzl < |lz =yl + plly = Tyl

implies

[Tz =Tyl <@ =lle—yll+pllz - Tyl +lly = T=l)

Recently, fixed point theorems for mapping satisfying condition B, , have been studied by a number of
authors (see [2], [3], [4]). It is clear that, this class of operators includes the class of nonexpansive mappings
(for vy =p =0).

It is noteworthy that nonexpansive mappings are continuous in their domains, but Suzuki-type general-
ized nonexpansive mappings, a-nonexpansive mappings, generalized a-nonexpansive mappings, nonexpansive
mappings satisfying condition (E) and nonexpansive mappings satisfying condition B, , are not necessarily
continuous (see [30], [25], [27], [10], [26]).

In this paper, we used a novel three step iterative scheme to approximate fixed point within a fewer number
of steps and shown result of stability, data dependency and convergence behavior of the new iteration process
(1.4) under contractive-type mappings and proved some weak and strong convergence theorems in Banach
spaces thereby extending the classes of mappings. Moreover, in final section we exhibited the applicability
of a special case of our iteration process in delay differential equation.

2 Preliminaries

A Banach space B is uniformly convex if for each € € Ry, there is a § € R, such that |lul| < 1,|jv]| <1 and
|l —v|| > € implies HUQLUH < (1—9) for u,v € B.

A Banach space B is said to have the Opial property [22] if for each weakly convergent sequence {uy,} in
B, converging weakly to u € B, we have

lim sup ||u, — u|| < limsup |Ju, — v|| , for all v € B such that v # u.
n— oo n—0o0

Assume that {u,} be a bounded sequence in Banach space B. For u € B, we set

r(u, {un}) = limsup [|u — u,||.
n—oo

The asymptotic radius of {u,} relative to a nonempty closed and convex subset C of Banach space B is
given by
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r(C,{u,}) = inf{r(u, {u,}) : v e C}.
The asymptotic center of {uy} relative to C is the set

AC{un}) ={ueC:r(u,{uy}) =r(C, {un}}

It is noteworthy that A(C,{u,}) has exactly one point if B is uniformly convex. Also, A(C,{u,}) is
nonempty and convex when C is weakly compact and convex (for more details, see [31] ).

Definition 2.1. [8] Let 7 : B — B be any mapping. Suppose pg € B and p,11 = f(7T,p,) defines an
iterative scheme which produces a sequence of points p,, € B. Suppose p,, converges to the fixed point p* of
T. Assume that {s,} be a sequence in B and € € [0, 00) given by € = ||$;,+1 — S, ||. Then the iterative scheme
define by pn11 = f(T,pn) is called stable with respect to T if nh_}ngo €, = 0 iff nh_)rgo Sp =p*.

Definition 2.2. [27] Let {p,} and {g,} be two iteration processes such that both converging to the same
fixed point p* and ||p, — p*|| < t, and ||¢, — p*|| < w, VYneN.
If {t,,} and {w,} be two real number sequences converging to ¢t and w, respectively and Ata=tl — 0. This

[wn—w| ™

implies that {p,} converges faster than {g,}.

Definition 2.3. [23] A mapping 7 defined on a Banach space B is known as contractive mapping on B if
there exist a nonnegative constant L, b € [0, 1) such that for all u,v € B

| Tu—To| < L|ju— Tu|| + bllu — | (2.1)

Definition 2.4. [8] The operator T is called contractive-like operator if there exists a constant b € (0,1) a
continuous and strictly increasing function g : [0,00) — [0, 00) with ¢g(0) = 0 such that for each u,v € B,

[Tu—=Toll < g(lu = Tull) + bllu -] (2.2)

Osilike [23] worked on many stability results as a generalizations of the works done by Rhoades [28] and
Harder et al. [14].

Proposition 2.1. [10] Let T be an arbitrary self mapping defined on bounded subset C of a Banach space
B. If

o There exists an almost fixed point sequence {p,} for T in C such that p, — p,
o T satisfies condition (E) on C , and
o (B, ||I) satisfies the Opial condition.

Then, Tp =p.

Lemma 2.2. [26] Let T : C — C be a mapping which satisfies condition B, on C. If T has some fized
point, then T is quasi-nonexpansive. The converse is not true.

From Lemma 2.2 Abdeljawad et al. [3] obtained the following lemma.

Lemma 2.3. [3] Let C be a nonempty subset of a Banach space B and T : C — C satisfies condition B., .
Then, the set F(T) is closed. Moreover, if B is strictly convex and C is convex, then F(T) is also convex.

Theorem 2.4. [26] Let C be a nonempty subset of a Banach space B having Opial property. Let T : C — C
satisfies B, condition. If {x,} C C be a sequence such that

1. {x,} converges weakly to p*

2. lim ||z, — Tx,| =0.
n—oo
Then Tp* = p*.
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Following are some important properties of generalized nonexpansive mappings that satisfies the condition
B, , onC.

Proposition 2.5. [26] Let C # ¢ be a subset of a Banach space B. Let a self map T satisfies the condition
B, , onC. Then, Yz,y € C and for X € [0,1],

1| Te—T?z|| < ||z —Tx|.
2. At least one of the following conditions ((a) or (b)) holds:

(a) (3)llz =Tzl <z —yll.
(b) N Tw = T2zl < || Tz -yl

The condition (a) implies | Tz — Ty| < (1 — %)Hx —yll + u(llz = Tyl + |ly = T=l|).
The condition (b) implies | Tz — Ty|| < (1 — %)HTJE —yll +p(|Tz — Tyl + |y — T2x||).

3. lz =Tyl < B=Nllz =Tz + (1= 3)llz —yll + u@lle — Tzl + [lz = Tyl + lly — Tl +2[| Tz — T?z]).

Theorem 2.6. [31] Let B be a UCBS and 0 < a < t,, < B < 1 for all positive integers n. Let {x,} and

{yn} be two sequences such that limsup ||z,| < r,limsup ||y,| < r and lim |t,z, + (1 —t,)ys|| = r hold
n—o0o n—oo n—o00

for some r > 0. Then,

Hm [z, — yn| = 0.
n— o0

Theorem 2.7. [31] Let 0 < a < t,, < 8 < 1 for all positive integers n. Let {p,} and {g,} be two sequences in

a uniformly convex Banach space B such that limsup ||py ||, limsup ||gn]| < A and lm ||t,pn+(1—tn)gnl| = A
n—oQ n—oo n—oo

hold for some A > 0. Then,

lim ||p, — qn|| = 0.
n— o0

3 Stability

In 1967, Ostrowski [24] obtained the following classical stability result on metric spaces.

Theorem 3.1. Let 7 : X — X be a Banach contraction with contraction constant u € [0,1), where (X, p)
is a complete metric space. Let p* be the fixed point of T. Let pg € X and ppy1 = Tpn forn =0,1,2, ...
Suppose that {q,} is another sequence in X such that €, = p(Tqn,qn+1). Then

n

p(0",ani1) < p(0" puir) + 1" p(po, g0) + D i e
1=0

In addition, lim q, = p* if and only if lim €, = 0.
n— 00 n—oo

Later, Harder and Hicks [14] , Osilike [23], Rhoades [28] and Zhou [40] extended above-important result.

The convergence and stability of iteration schemes are studied in [[15], [38]] for K iteration and K*
iteration respectively.

Very recently, Hussain et al. [15] studied data dependency and stability for iteration (1.3).

Remark : From classical analysis we have (1 —n) <e ", n € [0,1]. If {b,} be a sequence defined on
R* U {0} such that b, € (0,1] for all n € N. If Y b, = oo, then [] (1 —1b,)=0.

n=1 n=1

Theorem 3.2. Let T be a self-contractive-like mappings defined on a nonempty convexr and closed subset
C of a Banach space B with F(T) # 0 and {pn} be the sequence defined by the new iteration scheme (1.4),
where {cn} is a sequence in [0,1] for all n € N such that lim > ¢; = co. Then {p,} converges strongly to

a unique fized point of T.
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Proof. Assume that p* is a fixed point of 7. By the definition of new iteration (1.4) and contradictive-like
mapping

[pnt1 ="l = 1T qn — TP"||
<bllgn — "l + fUITP* —p*|)

= bllgn — p*|| (3.1)
llgn —p*ll = 1 Trn — Tp*|
<Ol —p* |l + fUITP* = p*)
=b|rn —p*|| (3.2)
and
”Tn _p*H = HT((l - Cn)pn + CnTpn) - Tp*H
=b[[|(1 = cn)pn + cnTon —*|]] + f([|TP" — 0*|)
<b[(1 = cp)llpn — 27|l + cul Ton — p*|]
<O[(1 = co)llpn — "Il + benllpn — || + cn f (I TP" — p*|)]
= b[(1 — cu)llpn — "I + benllpn — p7|]]
= b[l — cn(1 = 0)][lpn — P*|- (3.3)

By equations (3.1), (3.2) and (3.3), we have

[pn+1 = 0| < U1 = (1 = B)]llpn — p7|I-

Inductively we have

1=n

P —p7ll < 6°FD T = i1 = )]llpo — .
=0

Since b < 1so1—>b > 0 and ¢; € [0,1] for all ¢ € N, we obtain [1 — ¢;(1 — b)] < 1. Tt is clear that
(1—n) <e ™ for all n € [0,1]. Thus, we see that (1 — ¢;(1 —b) < e~ Therefore,

s — p*|| < BPOHDe= =0 ZZdeipy — p¥|

m |[pngt —p*|| = lim 53D e =0 XiZ0 ei|p) — b7 .
n—oo n—oo

This yields lim ||p, — p*|| = 0.
n—oo
For the uniqueness of fixed points, suppose that p* and ¢* are any two fixed points of 7. Then
Ip* ="l = ITp" = Ta"|| <bllp™ = "l + f(ITP" = p*|]) = bllp" — ¢"|.-

Thus, we have (1 —b)||p* — ¢*|| = 0. This implies that ||p* — ¢*|| =0, i.e. p* = ¢*. O

Lemma 3.3. [6] For a real number o € [0,1) and a sequence of positive numbers {e,} such that ¢, — 0 as
n — 00, then for any sequence of positive numbers t,, satisfying

tpny1 =0 tn + €5

form=1,23, ..., we have
lim ¢, =0.

n—oo
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Theorem 3.4. Let T be a self-contractive-like mapping defined on nonempty closed conver subset C of
Banach space B with F(T) # (0 and {p,} be the sequence satisfying (1.4), where {c,} € [0,1] for all positive
integers n. Then the new iteration scheme (1.4) is T -stable.

Proof. Let {w,} be an arbitrary sequence in B and p,4+1 = f(7T,pn) be defined by (1.4) which converges to
the unique fixed point p* of T and €, = ||wp+1 — f(T,wy,)||. We need to show that li_>m €, = 0 if and only

if lim w, = p*.
n—oo

First we assume that lim ¢, = 0 and
n—oo

wni1 = p*|| = llwns1 — F(T,wn) + (T, wn) —p*|
< Nlwngr = (T, wn) | + 1£ (T wn) = p*||
en + || Ton —p|
en + bllon = p*|[ + f(I[TP" = p")
€n + 0| Tupn — p*||
€n + blbllun — p*[| + f(IITP" — p"|)]
=€, + 0| T((1 = cp)wp + cnTwy) — p*|
=¢ént+ bzllT((l — Cn)Wn + cnTwy) — Tp|
en + U2 [B[((1 = cn)wn + e Twy) — p*)] + F([Tp* = p*|)]
en + 0°[(1 = ¢p)lwn = pl| + cnl| Twn — p*|]
en + 6 [(1 = ca)llwn — p*[| + ealbllwn — p* || + FUITP" = p*|)]
= en + 01— ca(1 =) Jwn — p*]

A

IN

IA A

Since (1 —b) < 1 and ¢, € [0,1], so b3[1 — ¢, (1 — b)] < 1. By the virtue of Lemma 3.3, we have
lim |jw, —p*|| =0ie. lim w, = p*.
n—oo n—o00

Conversely, suppose that lim w, = p*. Then
n—oo

€n = |lwns1 — (T, wn)
< lwngr = p*ll + llp* = F(T,wn)|
< llwngr = p*ll + 1T vn — p7|l
< Nlwnr = p*[| + 0lllvn — p" ] + (" = TP"[])
= w1 = ™[l + b[| Tun — p*[]
< Jwngr = p* |+ 0[b[[|un — p*[I] + I TP" = p*[])]
= [wnsr = p*[| + 02 [|lun — p"]
= wpsr = p* [+ 0T (A — en)wn + e Twn) = Tp'|
= wnsr =" [ + L [BI(L = cn)wn + cnTwn — p*) + f(ITD" = p* ]|
= wpsr = p* [ + 6% (1 = ep)wn + cnTwy — p*)|
< Jwnsr = P71+ 6%[(1 = cn)llwn — p*|| + enl| Twy — p*)|]
< Nlwpsr = 2" + %1 = en)wn = p*|| + calbllwn —p* [ + F(ITP" = p*|)]
= w1 = p* [+ 6*[(1 = (1 — b)), — p¥| (3.4)

Taking limit as n — oo in (3.4) we get lim ¢, = 0. As a result, the new iteration scheme (1.4) is
n—oo
T —stable.
O
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4 Data Dependency Theorem

The data-dependence result concerning Mann-Ishikawa iteration is in [32], where the data-dependence of
Ishikawa iteration was proved for contraction mappings. Soltuz et al. in [34] proved data-dependence results
for Ishikawa iteration for the contractive-like operators.

We consider the new iteration process (1.4) for the operator S as follows.

w; € C

Wpy1 = Svp,

Uy = SUp,

up = S((1 — cp)wy + cnSwy), neN

where {c,} € (0,1).

Definition 4.1. [7] Let 7,5 : B — B be two operators. S is said to be approximate operator for T if for
some € > 0 we have ||Tu — Sul|| < ¢ for all u € B.

Lemma 4.1. [3/] Let {a,}, be a sequence of nonnegative real number for which there exists m € N such
that for all n > m satisfying the relation.

Apt+1 < (1 - /\n)an + Angna (42)

(o]
where A, € (0,1) for alln € N; Y A\, =o00. and o, > 0 for alln € N, Then 0 < limsupa,, < limsupo,.
n=0 n—00 n— oo
Theorem 4.2. LetT and S be defined on a nonempty subset C such that T is a contractive-like operator with
a fized point p* and S is an approzimate operator for T with Sq* = ¢*. Let {pn}22, be an iterative sequence
genemted by (1.4) and iterative sequence {wy}22, is generated by (4.1) with the assumption (1 —¢,) < ¢p

and Z cn =o00. If hm wy, = ¢*, then we have ||p* — ¢*|| < 176b, where € > 0 is a fized number.
n=1

Proof. By using equations (1.4) and (4.1), we obtain

[T = un|l = IT((1 = cn)pn + cnTpn) — S((1 — cn)wn + cpSwy)||
<|T((1 = en)pn + cnTpn) — T((1 — cp)wp + cnSwy)||
+ | T((1 = en)wp, + enSwy) — S((1 = ¢p)wp, + enSwy,)
<O = cn)pn + enTon — (1 = cp)wpn + cpSwy)||
+ FUIT((L = en)pn + cnTpn) = (1 = cn)pn + enTpnll) + €
< b[(l - Cn)”pn - wn” + CnHTpn - SwnH]
+ fUIT(X = en)pn + enTpn) — (1 = cn)pn + cnTpnll) + €
=0b[(1 = cn)llpn — wal + el TPn — Twn + Tw, — Swy]]
+ FUIT((X = en)pn + cnTpn) = (1 = cn)pn + enTpnll) + €
< b[(1 = en)llpn — wnll + enll Tpn — Twn |l + [ Twn — Swnl[]]
+ FUIT(X = en)pn + enTpn) = (1 = cn)pn + cnTpnll) + €
< O[(1 = cn)llpn — wall + calbllpn — wall + f(ITPn = pull) + €]
+ FUIT((X = en)pn + cnTpn) — (1 = cn)pn + enTpnll) + €
< b[(1 = cn)llpn — wnll + enbllpn — wall + cn f (I TPn — Pall) + cnel
+ FUIT(X = en)pn + enTpn) — (1 = cn)pn + cnTpnll) + €
< b[(1 = ¢ + cnb)llpn — wnll] + ben f([ITPn — pall) + bene
+ SUT(Q = en)pn + enTpn) = (1 = cn)pn + cnTpull) + €
<[(1 = cn(1 = 0)lpn — wall + ben f([ Tpn — pall) + bene
+ fUIT((L = en)pn + cnTpn) — (L —cn)pn + cnTpnl) +€ (4a)
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Now gn — vnll = [Ty — Sual|
<|Trn — Tun|| + | Tun — Sun||
<bllrn — unll + FUITTn = rall) + 1T un — Sus||
< bllrn = unll + f(II T —rall) + € (4b)

Then by using equations (4a) and (4b), we obtain

[Pns1 — Wngrll = T gn — Svall
<|Tqn — Ton|l + |Tvn — Sv|]
<Ollgn —vnll + FUITgn — anll) + €
< bllrn — unll + f(ITrn —ral) + € + f(ITan — anll) + €
<O |rn = unll + 0f (I T70 = rll) + be+ F(|Tgn — gnll) + €
<OB[(1 = en(1 = 0)]lIpn — wnll + ben f(1TPn — pall) + bene
+ FUIT(A = en)pn + enTpn) = (1 = ca)pn + enTpull) + €
+bf(ITrn —rall) + be + F(IITqn — anll) + ¢
<B(1 = ca(1 = 0)]llpn — wall + cn f(ITPn = pall) + cne]
+ 0 F(IT((1 = en)pn + enTon) — (1 = ca)pn + caTpall) + b€
+0f([Trn = rnll) + be + f(ITgn — qnll) + e

Since b € (0,1) so

[Prt1 — w1l < (1= (1 =0))pn — wall + o fUITPr — pull) + cne
+ f(HT((l - Cn)pn + CnTpn) - (1 - CTL)pn + CnTan) +e€
+ fUITrn —rall) + e+ f(ITqn — aull) + €

By the assumption (1 — ¢,,) < ¢y, 1.e. 1 < 2¢, and taking (1 — ¢,,)pn + ¢ TPn) = ay, we obtain

IPn+1 — Wot1]]
< (1= cn(1=0)llpn — wall + enf (I TPn — pull) + cne
+ (I —cn+en)f(IT(an) = (an)ll) + (1 = cn +cn)e
+ (I =cnt+en)f(ITrn —ral) + (1 —cn+en)e+ (1 —cn+ ) f(I Tan — anll)
+ (1 —cp+en)e
< (1= cn(1=0)llpn — wall + cnf (I TPn — Pull) + cne
+ (2¢n — en +cn) F(IT (an) = (an)l]) + (2cn — cn + cn)e
+ (2en —en+ ) fUITrn = rall) + (2cn — cn 4+ cn)e + 2en — cn + ) f(I Tqn — anll)
+ (2¢p, — cn +cp)e
< (1= cn(1=0))llpn — wall + enf (I TPn — Pull) + cne
+ (2en) F(IT (an) = (an)ll) + (2¢n)e
e F(ITra = rall) + 2ea)e + 2ea) F(ITan — aul) + (2en)e
— (1= a1 = B)lIpn — wall + el F(ITpn — pall) + ¢
2 (1T (an) — (an) ) + 26 + 20 (1T — ral) + 26 + 27(1 T g — gall) + 26
= (1= ca(L=0)llpn — wall + calf ([ TPr = pul) + 2/ ([T (an) — (an)])
+2f(ITrn = rall) + 2f (I Tqn — gull) + Te]
= (1= cn(1=0))l|pn — wall + cn(1 —b)-
SUTPn = pnll) + 2/ (1T (an) — (an)”z + 2f)(|7'7“n —7al)) + 21 (1T gn — qnll) + 7€]
1-0
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Take a,, = ||pn — wa ||, An = ¢n(1 —b), and

o = LUTPa = pall) + 2f (T (an) = (an)[) + 2 (177 = rall) + 2F (1T 40 — gul)) + 7¢]
! (1-1b) '

Since f is a continuous strictly increasing mapping and {p,}, {gn}, {rn} are sequences converge to the
fixed point of 7, then

tim f(1Tpa —pall) = Jim F(IT (@)~ (@)]) = lim f(ITro —ral) = lim 7| Tg, — gal)) =0
By using Lemma 4.1, we have

lim sup ||pn, — wa]|

S limsup [f(”Tpn _an) + 2f(||T(an) — (an)||21+_2l{)(|7—7an - Tn”) + Qf(”TQn B Qn”> + 76}

< limsu L
= (1—0)

By using Theorem 3.2 and the assumption lim w, = ¢*, we have
n—oo

Te
*7 * <7
Ip* =" < 1=

This completes the proof. O

5 Rate of Convergence

In this section, we will prove that the new iteration process (1.4) converges faster than the iteration process
(1.1) and has the same rate of convergence as that of iteration (1.2) for contrtactive-like mappings.

Theorem 5.1. Let C,B,T and {p,} be as in Theorem 3.4. If p* € F(T) then the iteration process (1.4)
converges faster than iteration (1.1) and have same rate of convergence as that of iteration process (1.2).

Proof. For the given iteration process (1.4), we have

[rn ="l = IT((1 = cn)pn + caTpn) — To"||

< O[T = cp)pn + cnTon — 2] + f(ITP" = 2*|)

<O[(1 = cu)llpn — p*ll + enll Ton — "]

(1 = ca)llpn — Pl + call Tpn — To"|]

(1 = cn)llpn = p* || + calbllpn — p*[| + £ TP" —p*|)]
(1= (1 =Db)ealllpn —p*|-

IN N

b
b
b

Since b € [0,1), ¢, € (0,1) so we have ¢, (1 — b) < 1. This implies that [1 — ¢, (1 —b)] < 1

Thus, we get  [|rn — p*[| < bllpn — p”|| (5.1)

lgn =™l = Trn — TPl
<bllrn —p*|| + f(IITP" = P7|)
< 0|lpn — p*|- (5.2)
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Therefore  |[pnt1 —p*|| = [|Tgn — Tp"||
<bllgn —p* |+ fUITP" = p*Il)
< b |lpn — p*|l

< b |lp1 — " (5.3)

Similarly, from equation (1.1), we obtain

pn = p*[| = [IT((1 = dn)pn + duTpn) — TP"||
<Ol = dn)pn + dnTpn —p*ll] + FUI TP = p"I)
(1 = dn)llpn — Pl + dn || TPn — p7|]]
(1 —dn)llpn — " || + dnlbllpn — 2" | + f(I TP —p*I)]]
b1 — (1 =b)du]llpn — p*|-

Since b € [0,1),d,, € (0,1) so d,(1 —b) < 1. This implies that [1 — d, (1 — b)] < 1. Hence

<b
<b

[rn — 2|l < bllpn —p"|l (5.4)

and  |lgn —p* || = |T70 — Tp"||
< bllrn —p* [ + F(ITP* = p*[I)
< b?|lpn — p*- (5.5)

Then

[Pns1 —p*[| = |1 — )Ty + ¢ Trn — p||
< A=)l Trn =PIl + el Tan — p7|l
< (@ =cn)pllrn — Pl + fUITP" = *ID] + enlbllan — 2" + FUITP" —p[])]
= (1= ca)bllrn — p" | + cubllgn — p*||
< b(1 = cp)llrn —p*|| + cab?|lrn —p*
<UL = ca(1 = D)]lpn — p7

Since b € [0,1),¢, € (0,1) so ¢, (1 —b) < 1. This implies that [1 — ¢, (1 — )] < 1. Thus, we have
[pn+1 = p* || < *[lpn — 17|

< b1 —p*l.

Let ¢, = b®"||py — p*|| and &,, = b*"||p; — p*||. Then

Iim = lim ———— =0
n—o0 5n n—o00 b2"||p1 7p*||

This proves that the new iteration (1.4) converges faster than the iteration (1.1).
Similarly, under a contractive-like condition, we get the following result using iteration procedure (1.2).
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lpnss = p* Il < 0*"[lpr = p"]- (5.6)
For iterations (1.4) and (1.2), let ¢, = b3"||p1 — p*|| and ¥,, = b>*||p; — p*||. Then

b3n %
R 1
n—o0 U, n—»00 b3"||p1 7p*||

This proves that the iteration (1.4) converges at the same rate as that of iteration (1.2) for contractive-like
mappings.
O

Example 5.1. Let B=R, C =10,3], and let 7 : C — C be defined by

T = |5 if uwel0,1)
g if well,3).

It is clear that 0 € F(T). The discontinuity of 7 at 1 shows that 7 is neither contraction mapping nor
nonexpansive mapping. Next, we will prove that 7 is contractive-like mapping. We define f : [0, 00) — [0, 00)
as a strictly increasing continuous function, by

5 if  wue(0,00)
0, if w=0.
If w € [0,1), then

U 3u 3u U
llu—=Tul = flu— ZH =7 and f(z) -7
If w € [1, 3], then
7 7 7
hu=Tull = llu - 5l = 5 and f(5) = 5.

Now we consider the following four cases.
Case 1 : If u,v € [0,1), then

u v 1 1 u
_ == —Zl=Zllu—-ol < =llu— —
1Tu=Toll =17 = I = gllu—vll < Zllu vl + ]l 7]

1 3u 1
= M=ol + FOE) = gl = vl + £ (= Tul)).

Case 2 : If u € [0,1),v € [1, 3], then

w_v
8 8
1 1 3
< Flu=vl + 151 < Zlhe=oll + £U5D)

u v u 1 U

1
= gl = ol + f(llw = Tul).
Case 3 : If u € [1,3],v € [0,1), then clearly Case 3 is similar to Case 2.

Case 4 : If u,v € [1, 3], then

u v 1 Tu
— 1= - 2l < Zlly —
1Tu=Tol = llg - gl < gllu—vl+lI5]

1 Tu 1

< Sllu=olf+ fUl= 1) = Zllw—oll + f(lu = Tul).
4 8 4

Case 1, 2, 3 and Case 4 show that T is a contractive-like mapping for b = i.
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Ishikawa

Noor

PicardS

Thakur

Pii

(Chanchal

New iteration

2000000000000
.750000000000
0398437500000
0232421875000
0145263671875
0.095741965554
0065822601318
0.046835312477
0034290139492
0025717604619

W OO —I S TV = O BD — O

Steps S iteration

2000000000000
(.750000000000
0392578125000
0226732042101
0.140809380019
0092406155638
0063331985253
0044957746190
0.032855453021

2000000000000
.750000000000
0.392567952474
0.226722236537
0.140801898689
0092400697310
0063328003540
0044954804198
0032853243432

2000000000000
.031250000000
(.001892089844
0.000115518217
0000007105489
0000000439047
.000000027206
0000000001689
0000000000105

2000000000000
0250000000000
(.060231526693
0.014632973648
0003583541457
0000882059973
0.000217831526
0.000053917551
0000013367479

2000000000000
0.011718750000
0.000369644165
(.000012915085
0000000488508
0000000019620
.000000000826
0000000000036
0000000000002

0024605564050

Abbas

0.024603876666

K* iteration

0000000000007

Thakur new

0000003318175

M* iteration

0.000000000000

2000000000000
0003906250000
0000057506361
0000000855901
0000000012897
0000000000196
0000000000003

0.000000000000

0000000000000
0000000000000

M iteration

2000000000000
0001464843750
0.000012159348
0.000000110827
0.000000001082
0000000000011
0.000000000000
0.000000000000
0000000000000
0000000000000

New iteration

2.000000000000
0.250000000000
0.060546875000
0.014786331742
0.003638010319
0.000899167323
0.000222872502
0.000055347221
0.000013762891

2.000000000000
0.250000000000
0.060231526693
0.014632973648
0.003583541457
0.000882059973
0.000217831526
0.000053917551
0.000013367479

2.000000000000
0.011718750000
0.000369644165
0.000012915085
0.000000488508
(.000000019620
0.000000000826
0.000000000036
(.000000000002

2.000000000000
0.031250000000
0.001892089844
0.000115518217
0.000007105489
0.000000439047
0.000000027206
0.000000001689
0.000000000105

2.000000000000
0.011718750000
0.000383377075
0.000013838626
0.000000537145
0.000000022031
0.000000000944
0.000000000042
0.000000000002

2.000000000000
(0.046875000000
0.001556396434
0.000056743622
(.000002216548
0.000000091307
0.000000003923
(.000000000174
(000000000008

2.000000000000
0.001464843750
0.000012159348
0.000000110827
0.000000001082
0.000000000011
0.000000000000
0.000000000000
0.000000000000

W o —J O T = W bo — O

(.000003425632  0.000003318175 0.000000000000  0.000000000007  0.000000000000 0.000000000000  0.000000000000

By using example 5.1, we tried to show that the rate of convergence of the iteration process (1.4) is better
than some known iteration processes for contractive-like mapping. Parameters are

5 b n . n
n+7"" m+8" (5n+T7)%’

a, = for all n € N.

Clearly p* = 0 is a fixed point of contractive-like mapping. 7. Table 1 and Table 2 below show the
behaviour of some iteration processes to the fixed point of 7 for an initial value of xg = 2.

Table 1: Comparison Table

Convergence behaviour of the iterative schemes of Mann, Ishikawa, Noor, Agarwal, PicardS, Thakur et
al., Piri et al., Chanchal et al. and the new iteration (1.4) for the function given in Example 5.1 when initial
guess xg = 2.

Table 2: Comparison Table

Convergence behaviour of iterative schemes of S-iteration, Abbas, K* iteration, Thakur new iteration,
M* iteration, M iteration and the new iteration (1.4) for the function given in Ezample 5.1 when initial
guess xo = 2.

6 Convergence Theorem
Now, we introduce the convergence theorem.

Theorem 6.1. Let T : C — C be a mapping satisfying the condition B, , defined on a nonempty convex
and closed subset C of a UCBS B with F(T) # (0 and {p.} be the sequence defined by iteration scheme
(1.4), where sequences {c,} € [0,1] for all n € N. Then F(T) # 0 if and only if {p,} is bounded and
nh—{go ”Tpn - an =0.
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Plot for Values of x vs No. of Iteration Plot for Values of x vs No. of Iteration
2.00 4 —— Mann 2.00 @& —8— S-iteration
—o— Ishikawa ——- Abbas
17549 === Noor 1751 —»— Kk-iteration
—— Picard-S —— Thakur New
1.50 —+— Thakur 1.50 —-= M*-iteration
—-— Piri —-- M-iteration
1.25 1 Chanchal 1.251 HK-iteration
—— HK
‘%! 1.00 4 ‘= 1.00 4
0.75 1 0.75 1
0.50 4 0.50 4
0.25 § \\ 0.25 -
0.00 + 0.00 4
T T T T T T T T T T T T T T
0 L} 10 15 20 0.0 2:9 5.0 75 10.0 12.5 15.0 17.5 20.0
No. of Iterations No. of Iterations
(a) Graph corresponding to Table 1. (b) Graph corresponding to Table 2.

Figure 1: Comparison graph of various iteration processes

Proof. Since F(T) is nonempty, by Lemma 2.2 T is quasi-nonexpansive. If p* € F(T), then from the
iteration (1.4)

[ =™ = IT((X = en)pn + caTry) — p|
< ”(1 - Cn)pn +cnTpn — p*”
< (1 =c)llpn =PIl + cnll Tpn — p||
< (A =cn)llpn =Pl + cnllpn — ™[l < [lpn —p7|| (6.1)

and  |lgn =" = | Trn = 0%l < lrn = 2%l < llpn — 27| (6.2)

from equations (6.1) and (6.2), we have

[Pn1 =" = 1T an ="l < llgn = P7[ < [lpn —»]- (6.3)
Thus ||p, — p*|| is bounded below and nonincreasing. Hence lim ||p, — p*|| exists. Assume that
n—oo
Jimlpy, —p*[| =& (6.4)
Again by (6.2), we have

limsup [|¢, — p*|| < limsup [|p, — p|| = €.

Therefore,

lim sup [lg. — p*[| < <. (6.5)

Since 7 is a mapping satisfying the condition B, , with a fixed point, it implies that 7 is quasi-
nonexpansive mapping. Hence,

limsup || Tpn — p*|| < limsup [|p, —p*|| = &. (6.6)
Again by equation (6.1), we obtain
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[ = p*I| < [lpn — Pl
Thus,  |[[pnt1 —p*| = [|T¢n — 2*I| < llgn — 1|l
which implies that
liminf ||p,+1 — p*|| < liminf ||g, — p*||.
As a result, we have
¢ < liminf ||g, — p*|. (6.7)

From equations (6.5) and (6.7), we have

Jim Jlgn —p*[| =< (6.8)
By equations (6.4) and (6.6), we have
e = lim ||¢g, —p*|| = lim ||Tr, —p"|
n—oo n—oo

= lim [ T(T((1 = eu)pn +cuTpa)) = "l
< nlgféo I(T((1 = cn)pn + cnTpn)) — p*|

lim ”((1 - Cn)pn + CnTpn) - p*H
n—00

IN

IN

Jim (1= ) [ = 27| + el T = 57l

< lim (1= ca)llpn = 9"l + callpn = p"1)
n—oo
< 1i — = €.
< nl;n;o((l Cn)E+ Cne) =€
This implies that
Tim (1= ea)llpn — P + el Tpo = p7l| = &. (6.9)

Now, using equations (6.4), (6.6) and Theorem 2.6, we conclude that lim |p, — Tp.|| = 0.
n—oo
Conversely, suppose that {p, } is bounded and lim ||p, —7p,| = 0. Let p* € A(C,{p»}). By Proposition
n—oo
2.5 (3), for v = 3, € [0, 1] we have

* )\ * * *
lpn — TPl < (3= Mlpn — Tonl + (1 — §)Hpn =Pl + p2lpn — Toull + oo — TP + lIp* — Tpull

A i . .
< @B =N|lpn — Toal + (1= 5)Hpn =0l + p2llpn = Toul + oo = TP + lpn = 2"l +lPn — Toull + 2[Pn

Since lim ||p, — Tpx|| = 0 and by proposition 2.5 (1), we have
n—oo

. A .
A= pllpn = TPl < (1 = 5 + w)llpw = 7.

Taking lim sup in both sides, this yields
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(1 = p)limsup ||p, — Tp*|| < (1 — 5 + p) limsup ||p, — p*||
n—oo 2 n—oo

limsup ||p, — Tp*|| < —2——
n—o00 (1 *H)

A
SinceQ,uS'y:%soWSl

Hence, the conclusion is that »(7p*,{pn}) < r(p*,{pn}). So Tp* € A(C,{p,} Since B is uniformly
convex, so it consists only one member. Thus we have Tp* = p*.

lim sup ||p, — p™|
n—oo

O

It is obvious that if 7 : C — C is nonexpansive, then it satisfies condition B, u, for v = p = 0. Thus, we
obtain the following corollary.

Corollary 6.2. Let B,C and {p,} be as in Theorem 6.1 and T be a nonexpansive self mapping defined on a
nonempty closed and convex subset C of a UCBS B, sequence {p,} defined by (1.4), where {c,} is sequences
in [0,1] for alln € N. Then F(T) # 0 iff {pn} is bounded and lim lpn — Tonl|| = 0.

Theorem 6.1 plays an important role in proving the following weak convergence theorem.

Theorem 6.3. T be a generalized nonexpansive self mapping defined on a nonempty closed conver subset
C of a uniformly convex Banach space B satisfying condition B. ,,{pn} defined by (1.4), where {c,} is
sequences in [0,1] for all n € N. Suppose that B have Opial’s property and F(T) # ¢. Then the sequence
{pn} converges weakly to an element of F(T).

Proof. In Theorem 6.1, it is proved that {p,} is bounded sequence, lim ||p, —Tp,|| =0 and lim |p, —p*|
n—oo n—r 00

exists. Since B is uniformly convex, it is reflexive. Therefore, there are a subsequence {p,,} of {p,} such
that {p,,} — p1 € C. By Proposition 2.1, p; is an element of F(7). It is sufficient to prove that {p,}
converges weakly to p; . If we assume that {p,} does not converge weakly to p;. Then, there exists a weakly
convergent subsequence {p,, } of {p,} which converges weakly to ps € C and p; # pa.

Again, by Proposition 2.1, po € F(T). By Theorem 6.1, nl;n;o llpr. — p*|| exists for all fixed points

p* € F(T). By the Opial’s property

Jim{lp, —pu| = Jim, [Pn, —p1ll < Jim, [Pn; — p2ll
= nlgngo | — p2|| = khjgo ||Pnk — p2|
< kliﬂgo [Pny — p1ll = nh_)fgo P — 1,
which is a contradiction. Thus, p; = py. This proves that {p,} — p1 € F(T). O

We now a prove strong convergence theorem for the mapping satisfying the condition B, .

Theorem 6.4. Let T, B,C and {p,} be as in Theorem 6.1. Suppose thatp* € F(T) # 0 andliminf p(p,, F(T)) =
n—oo

0 (wh F = inf
(where p(p, F(T) = inf

: llp — p*||). Then, {pn} converges strongly to an element of F(T).
Proof. In Theorem 6.1, lim ||p, — p*|| exists for all p € F(T). So lim p(p,, F(T)) exists. Thus

n—oo n— oo

Jim_p(py, F(T)) = 0.

Therefore, there exists a sequence {¢;} in F'(T) and {p,} has a subsequence {p,,} which satisfies following

1
inequality ||, — q;]| < % for all j € N. In Theorem 6.1, it is proved that {p,} is nonincreasing, so

1

1P = a1l < llpn; = a5ll < 55
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Therefore ||qnj+1 - q]” S ||qﬂj+1 - pnj+1 || + ||p’ﬂj+1 - qj”
1 1 .
Sﬁ+§§2j—lﬁo as ) — oQ.

Th above argument shows that {¢;} is a Cauchy sequence in F'(T), so {g; } converges to some p* € F(T).
Now, apply triangle inequality

on, — 2"l < llpn, — a5l + llg; — 2*|-

lim |[pp; —p"| < lim [|pn; — 2| + lim g; —p*[|.
j—o0 j—o0 j—o0

Above argument completes that {p,,} converges strongly to p*. Since by Theorem 6.1, lim ||p, — p*||
n—oo

exists, hence {p,} converges strongly to p* € F(T).
O

In 1974, Senter et al. [29] introduced the condition (A) as follows.
A mapping T : C — C satisfies the condition (A) if there exists a nondecreasing function g : [0,00) —
[0, 00) with ¢g(0) = 0,g(a) > 0 for all a € (0,00) such that p(z, Tx) > g(p(z, F(T))) for all z € C.

Theorem 6.5. Let T, B,C and {p,} be as in Theorem 6.1 such that F(T) # 0. If {p,} is a sequence defined
by iteration process (1.4) and T satisfy the condition (A), then {p,} strongly converges to an element of
F(T).

Proof. By Theorem 6.1, lim ||p, — p*|| exists for all p* of T and
n—oo

IPn+1 —p*[ < [lpn — 2" ||

Taking inf on both sides
p*€F(T)

inf —p*|| < inf —p*
L [Prt1—p ||_p*€F(T) [Pn — P

which yields
[pntr = F(TI < llpn = F(T)I.
From the above inequality, it is obvious that the sequence {||p, — F(7T)|} is bounded below and non-
increasing. Therefore, by Theorem 6.1 lim |p, — F(T)|| exists.
Also, by Theorem 6.1, we have A

By the condition (A),
lim g(p(pn, F(T)) < Tim p(pn, Tpn) = 0.

n—oo
Thus, we have
lim g(p(pn, F(T)) = 0.
n—oo

Becuase ¢ is a non-decreasing function satisfying ¢g(0) = 0 and g(a) > 0 for all points a € (0, c0).
It is unavoidable that lim p(p,, F(T)) = 0. All the relevant conditions for Theorem 6.4 are satisfied.
n—oo

Thus, the sequence {p, } converges strongly to a fixed point of T.
O

In Theorem 6.5, if we assume that 7" is a generalized nonexpansive mapping satisfying condition B., u,
for v = p =0, Then T becomes a nonexpansive mapping and thus we obtain the following corollary.
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Corollary 6.6. Let T be a nonexpansive self mapping defined on a nonempty, closed and convex subset C
of a uniformly convex Banach space B such that F(T) # 0. If {p.} is a sequence defined by the iteration
process (1.4) and T satisfies the condition (A), then {p,} converges strongly to an element of F(T).

Now, we give an example for generalized nonexpansive mapping which satisfies the condition B, .

Example 6.1. Let C = [1, 5] which is a closed, and convex subset of the Banach space space B = R, endowed
with the usual norm. 7 : C — C is defined by

ut3 if we[0,5)

_ )
7w {3, it u=5.

It is obvious that 3 € F/(T) and 7T fulfills the B, 1 condition.
It is obvious that for u = 2 and v =5, T doesn’t satisfy condition (C).
Case 1: If u,v € [0,5), then

1 v+ 3 u+3
(1*7)||U*’U||+N(HU*TUH+||U*7'U||):§(||U* > |+ [lv — > )
1 v 3 u 3
*§(||U*§*§H+||v*§*§||)
1 v 3 u 3
—5(”“—5 §H+||§+§—U||)
> 2(lu=g - 5+5+35 -0l
-2 2 2 2 2
S P g |
29 2y
and +3 +3 1
u v
[Tu—To| = 5 T 3 ||—§||U—UH-
Thus

1Tu=Tol < (1 =llu—vll + p(llu = Toll + o = Tul).
Case 2: If u € [0,5) and v = 5, then

1 u—+3
(1=l = ol + p(llu = Tl + o = Tull) = 5w = 3|+ o = =)
1
Z§||U*3||
and +3 )
u
17w~ Tol =122 ~ 3 = Sl 3.
Thus

1Tu=Tol < (1 =llu—vll + p(llu = Toll + o = Tul).

Case 1 and Case 2 show that 7 is a generalised nonexpansive mapping that meets the condition B, ,
for’yzlandu:%.

7 Applications to a Delay Differential Equation

Delay differential equations are used in many physical phenomena of interest in biology, medicine, chemistry,

physics, engineering, economics and among others (for example, see ([9], [12], [20], [21], and the references

therein). Our purpose in this section is to exhibit the applicability of our three-step iteration process (1.4).
The following lemma will play a vital role in the furthur theorem.
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Lemma 7.1. [33] Let {a,} be a sequence of positive real numbers which satisfies:

a'n+1 S (1 - en)an

If 0, € (0,1) and >_,7 , 6,, = oo, then lim s, = 0.
n—oo

Let the space C([a,b]) of all continuous real-valued functions on a closed interval [a,b] and ||||o is a
Chebyshev norm ||u — v||e = maxyeiqp) [u(t) — v(t)|.
Our interest now is to consider the following delay differential equation

'(t) = f(t,z(t), 2(t — 7)), t € [to, 0] (7.1)

with initial condition

z(t) = (1) t € [to — 7, to] (7.2)

Now, we will show that the sequence generated by our iteration scheme (1.4) converges to the solution
of the delay differential equations (7.1)and (7.2).
We assume that the following conditions are satisfied.

1. to,b e R, 7 > 0;

2. f € C([to,b] x R%,R);

w

. € C([to — 7,b],R);

4. There exists Ly > 0 such that
|f(t,ur,u2) — f(t,v1,v2)| < Ly(Jur — vi]| + |ug — v2)), Yy, ug, v1,v2 € R, t € [to, b];

5. 2Lf(b7t0) <1.

The problems (7.1) and (7.2) can be reformulated in the following integral equation:
() = Y(t), t € [to — 7, to]
= ¢
P(to) + fto f(s,z(s),z(s — 7))ds, t € [to,b].
Here x € C([to — 7,b], R) N C([to, b], R).

Coman et al. [9] obtained the following results.

Theorem 7.2. If conditions 1 to 5 are satisfied. Then the problems (7.1)- (7.2) has a unique solution,
q € C([to — 7,b,R) N C([to,b], R) and ¢ = lim T"x for any x € C([to — T,b],R).
n—oo

Now, we are ready to prove the strong convergence of (1.4) to the unique solution of the delay differential
equation.

Theorem 7.3. Suppose that conditions 1 to 5 are satisfied. Then the iterative sequence {x,} generated by
iteration process (1.4) converges strongly to the unique solution of problem (7.1) - (7.2), say q € C([tg —
7,b],R) N C([to, ], R).

Proof. Let {p,} be an iterative sequence generated by the iteration process (1.4) for an operator defined by

w(t), te [to - T, to]

= {wto) J1 Flo,als) s = T)ds, € [to,1],
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where ¢, € (0,1), n € N such that Y~ j ¢, = oo. Let p* € F(T'). We will prove that p, — p* as n — oc.
Apparently, it is easy to see that p, — p* as n — oo, for t € [tg — 7,tg]. For t € [ty — 7, b] we have

7 — " loo = [IT((1 = ¢n)pn + enTpn) = TP |0
= max |T((1—cp)pn +caTpn)(t) — Tp*(1)]

t€to—T,b]

= max [Y(to) / f(8, (1 = cn)pn + cnTpn)(s), (1 = cn)pn + cnTpn)(s — 7))ds — (to)

t€[to— ‘rb]

/ £(5,5"(5), 5" (5 — 7))ds|

S Jpax \f( (1= cn)pn + cnTpn)(s), (1 = cn)pn + cnTpn)(s — 7)) — f(s,p"(s),p" (s — 7))|ds

< _max / Li([((1 = en)pn + enTpn)(s) = ()| + [((1 = en)pn + e Tpn)(s = 7)) = p"(s = 7))

tE€fto—7,b] J¢

t

< / Lyl max (1 - c)pn+ enTpa)(s) — °(s)]
to tE[to—T,b]

©omax (1= en)en + eaTpa)(s — 7)) — p(s — 7))ds
te[to—T,b]

t
< / Lf(H((l —n)pn + cnTpn) = P [loo + (1 = cn)pn + cnTpn) — 0| )ds
to

< 2Lf(b7t0)|‘((1 7an)pn+cn7-pn) 7p*Hoo (73)

And

H((l —Cn)pn + CnTpn) _p*lloo = ||(<1 - Cn)pn + CnTpn) - TP*HOO

<A =ca)llpn = p*lloc + enllTPn — TPl
t
= (1 - Cn)Hpn - p*Hoo + Cn max Bl |¢(t0) + f(sapn(s)apn(s - T))dS

tefto—, to

(ko) / f(s,5(5), 9" (s — 7))ds]

t

< (X —=cn)llpn —P*lloo + ¢n _max £ (s,0n(s), Pn(s — 7))ds — f(s,p"(s),p"(s — 7))|ds
te[to—T,b] to

t
< (= allpe =9l e, e | Ly(pal) =27 (5)| + o5 = 7) = (s = )
’ 0

t
< (1= en)llpn— P lloo + / Ly (lIpn — 7" lloe + 12n — 2*[lo0)
to

< (1= an)llpn — 1" lleo + 2aan(b —to)||pn — P" s
<[ —=anl=2Ls(b—t))])llpn —p*lleo

Similarly
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a0 ="l = _max | [Tr(t) = " (1))

tG[tof

— max |(to) + / F(5, 7 (8), s — 7))ds — (1) — / F(5,0%(), " (s — 7))ds

te[to—T,b)
< amax [ VGsrals)rats =) = 165,07 (61076 ~ )l
t€[to—T,b)
t
< max / Ly((ra(s) = 5" ($)] + (s = 7) = 9" (s = 7) )ds

IA

/th< max | {ra(s) — 9 (5) + _max | [ra(s =) = p"(s = 7))ds

te[tof‘r,b] te[tof
t
s/ Li(lrm = p*lloo + lIFm — p*lloc)ds
to

< 2Lf(b —to)[rn — P*[oo-

(7.5)
Finally
Py = Plloc = max |Tan(t) = Tp"(®)]
t t
= [0t0) + [ F(s.an(s)ans = 1)ds = w(to) = [ 16,07 (5).p(s = )
0—T to to
= max \/ (5200(5)sans = 7)lds — 75, p°(5). 2" (5 — 7))lds
telto—T,b]
< o, | [ L) =)+ lanls =) 575 = s
< 2Lf( - tO)HQn — P loo (7.6)
Using equations (7.3), (7.4), (7.5) and (7.6), we obtained
Ipn+1 = 1" lloc = 2L (b = to)]’[1 = en(1 = 2L (b~ to))]llpn — p" ]l (7.7)

Since, 2Ly (b — tg) < 1, so equation (7.7) becomes

1241 =P lloo < [1 = cn(l = 2L (b —to))lllpn — P*lloo

Hence, by induction we get

Ipnsr = plloe < TTIL = €i(1 = 2L (b — to))]llpo — p*lloc
=0

Since, 0 < ¢, < 1, for all n € N, we have 1 —¢;(1—2L;(b—t¢)) < 1 and if we consider ¢;(1—-2Ls(b—t¢)) =
6., then all the conditions of Lemma 7.1 are satisfied. Thus, lim ||p, —p*||cc = 0. This completes the proof.
n—oo

O

8 Conclusion

We proved that the iteration scheme (1.4) is T-stable and the data dependence results for the iteration
process (1.4) under contractive-like conditions. We also used scheme (1.4) to speed the approximation of a
fixed point and compared this with some leading iterations such as Mann iteration [17], Ishikawa iteration
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Noor [19], S-iteration [5], Abbas et al. [1], Thakur et al. ([35], [36]) K iteration [15], M *iteration [37],

M iteration [38], K* iteration [39], Picard-S iteration process [13] to show the efficiency and effectiveness of
new scheme. Our assertion is supported by a numerical example with Table-1 and Table-2 and graphs. Next
section investigates some convergence theorems for generalised nonexpansive mappings with property B, ,
in the context of uniformly convex Banach spaces. In final section an application that raised from delay
differential equation is given to show the applicability of our scheme.
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