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Abstract—The fuzzy two-stage programming problem with discrete fuzzy vector is hard to solve. In this paper, in order to solve this
class of model, we design a algorithm by which we solve its deterministic equivalent programming to obtain optimal solution. Finally,
two numerical examples are provided for showing the effectiveness of this algorithm.
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I. INTRODUCTION

Since real-world situations are often not deterministic, conventional mathematical programming models
are incapable to tackle all practical decision problems. Since Zadeh's pioneering work\cite{Zadeh}, there
are much research on possibility theory\cite{Dubois, Klir,Yazenin}. Fuzzy decision making models have

provided an important aspect in dealing with practical decision making problems\cite{Buckley,
Inuiguchi, Tanaka, Liul, Liu2,Liu6,Liu7}.

Based on the credibility theory\cite{BLiuYKLiu}, some new fuzzy programming were
presented\cite{Gao, Xiaoxiahuang, YKLiu}. In \cite{'YKLiu}, the author gave a class of fuzzy
programming called fuzzy programming with recourse or fuzzy two-stage programming. The fuzzy two-
stage programming is used to solve the problem in which first a decision, called the first-stage decision, is
given, after the uncertain information formulated by fuzzy variables is realized, the second-stage decision
is taken. Therefore, this fuzzy two-stage programming is a dynamic one. For solving the model presented,
the author designed a hybrid intelligent algorithm combining fuzzy simulation, neural network and
genetic algorithm (GA). However, the algorithm designed only obtains the approximate optimal solution
of the model.

To the best of the author's knowledge, there is no research on fuzzy programming problem with discrete
fuzzy variables. The author tries to do something in this area. Under this consideration, to our purpose, in
this paper we consider the fuzzy two-stage programming with discrete fuzzy variables. Since the
computational complexity of the expected value of the fuzzy variable, this class of fuzzy two-stage
programming is very hard to solve. In order to solve it, we design a algorithm that can obtain its optimal
solution by finding a so-called {\textit{optimal realized value array.}}

This paper is organized as follows. In Section 2, we recall some necessary preliminaries on the fuzzy
variable and the fuzzy expected value operator. Then, we give a theorem that is a basis on which the

algorithm is designed in Section 3. Finally, two numerical examples are given to show the effectiveness
of the algorithm.is available.
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Il. PRELIMINARIES

Let : beanormalized discrete fuzzy variable with following possibility distribution function
e, ifr=m
() tta, it =g
fin, if © = ay,,
then the expected value of ¢ is computed by the following formula\cite{BLiuYKLiu}
Elg] = Z ;.
i=1
where s are assumed to satisfy a; < i, < --- < a, , and the weights are given by

| 1t i+ 1
f_]]_lﬂ'.'( ,!:_, — max py
j=1 =i+l

= E{JLLJ}IIK;IJ - T_':]_H:f{'”’:' + 5
(po=0 150 =0)for i =12 .n.
The fuzzy variables &, £, - -+ , &, are said to be independent if and only if
Pos{{ € By,i=1,2,--- .n} = min <=, Pos{£ € B;}
for any sets 53, By, -~ . 3, of B \cite{Liu5}. The vector (£,.--- .£, ) is called a fuzzy vector if and

only if £, &, --- &, are fuzzy variables\cite{Liu5}. If all of the fuzzy variables &;.£:,--- , £, are the
discrete ones, then fuzzy vector (£,.--- . £, is called a discrete one.

Il. Fuzzy TWO-STAGE MODEL
A. Fuzzy two-stage model with discrete fuzzy vector

In \cite{YKLiu}, a new

class of fuzzy programming called fuzzy two-stage programming was
presented as follows

1:2:] cTx + E¢[min qf€)Ty]
st Ar=~h Y (1)

Wity + T(&)x = hig) '

x=0y=0
where x < #¢™ is the first-stage decision, y < ™ is the second-stage decision. Corresponding to
x are the first-stage vector and matrices ¢, b and A, of sizes n; = 1. m, = 1 and s, = ,, respectively.
For a given realization £ of fuzzy vector &, the second-stage problem data (L7, k(L1 T(£) and W(E)
become known, where gli: IS na % 1, Fa({; 15 11 % 1, T[E] 15 11ty % 11, and H'[E‘J 15 11y X fia.

For each fixed first-stage decision x and realization £, the second-stage decision y* is the optimal
solution to the following model

min r;{{ﬁ'}"ry
y A -~
st W{E)y + T(6)x
y =
Let Q(x) = E:[Q(x, &) and Q(x.£) = min{q(&)Ty|W(E)y + T(&)x = h(&), ¥ = 0}, then the model
¥
(2) is equivalent to the following programming
min ¢ x + O(x)
st Ax=hb
x = 0.

On the fuzzy two-stage programming problem, the interested readers may refer to \cite{YKLiu}.

h(£)
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For the sake of the demand of the research, in the rest of this paper, we assume that

£=1(&. - .y Inthe model (1) is a discrete fuzzy vector with the following possibility distribution
py, fr= El
J!.[{I']I — Ha, ifr= £2
g, ifr= :‘:5

where £; are independent discrete variables for i = 1,--- .

Note that the model (1) with the above discrete fuzzy vector is not equivalent to the following
model:

r — E - .
min ol x 4 Y qu“:”T},li
Y -1
4 -‘i.t. ,-'!_x = b
Wi )yy + T(&)x = hi§),
G=1,+-8
\ x}r]_},-’_.':_bﬂ
where
= :I.l:I A:- r A-TI'. ‘:I ll:- "I‘ \.—IJ :|
P 2 08X pi; — MAX s 5 X fi; ;Iilﬂl“"] i

(ptp = plypy =0) for k=1,--- 5
Next we give a theorem by which a algorithm in the next subsection is designed to solve this

class of fuzzy two-stage programming problem with the discrete fuzzy vector.
\\

Theorem 1. Let x* and y3.-+- . ¥, be the optimal solutions of the following model

(win X+ pral&) Ty oo+ peales)Tys
st. Ax=bhb
* W(&)y; + T(§)y; = h(§). (2)
Jg=1--s
| X, ¥1.0, ¥ = 0
where ! {
k -1 § a1 N
pe = {max e — max ) + S (max j; — max i) (3)
(g = plypy =0) for b =1..-+ s
If the inequality
ENTy* < oo < qlé Ty :
gl&) vy = - = alé) T ys (4)

holds, then x* 15 the optimal solution of the model (1),
Proof. Obviously, y7 is the optimal solution to the following model

min Flrl[éj}?.}"j
st W(E)y; + T(E)x* = h(§)
yi 20,

otherwise, ¥; can not be the optimal solution to the model (2) for j=1,--- s,
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Since y3.--- .y satisfy the condition (4), and x* is the feasible solution to the model (1), we
have i i
Q") = pral&) Ty + -+ paalé) !
where p; is computed by the formula (3) for j = 1,--- | 5. Noting that x* iz the optimal solution
of the model (2), we have that x* is also the optimal solution of the model {1). The proof is
complete.

B. Solving of the model

According to Theorem 1, in order to solve the model (1), we need to look for a array (r3,--- ,rg)
where r{ € {&,--+ &} for 1 = 1,--- s, called the optimal realized value array, such that
¥i.-+ . ¥, satisfy the condition
alry)"yy < - < alrd) "yl (5)
where y7.--- .y are the optimal solution of the following model
(min x4 pialr)Tya + -+ ea(r) Ty
st. Ax=Db
5 '[II'(rj};,rj + T(r{)y; = h(rj). (6)
j=1,-
[ Xy 320
and pp are computed by the formula
1, & — 1, s -
e = {111";1:(;1- 1i1e1|:{,u-:| : :II:III;-L‘{,H' |11:1]1< 1) (7)
2 =k-+1
(po = jIH 1 = 0) where pg is llu |J'fJ"=-"~1hl].]l‘|- of realized value ri of the fuzzy vector £ for
k=1,
For flndmg the optimal realized value array (r; -, r_) to obtain the optimal solution of the model
(1), we give the algorithm as follows.
Algorithm
Step (1. Set + = 0. Let (r},---.rl) be the current array. Randomly initialize the array
(ry.--,ry) wherery € {&, -+ & fork=1,--- 5 Let r € R™.
Step 1. Let(rj.--- .ri) = (rq,--- .rg).
Step 2. In the model (6), let rp = ¢} for &£ = 1,--- . s. After computing py eut‘n'ur{iiul_, to the
formula (7) for £ = 1,-++ s, solve the model (6) to obtain the optimal solution x*, ¥37.--+ . ¥..
If vy, --- w2 satisfv the condition (3), then (v].--- . r)) is the optimal realized value array and
x" is the optimal solution of the model (1), the algorithm stops. Otherwise, go to the next step.
Step 3. Randomly take two number i and j from the set {1,--- s} such that i < j. Let r = rf,
rf = rj, and rj =r. Set (ry.---.r5) = (rf.---.rf)and £ =1+ 1. Return step 1,
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IV. NUMERICAL EXAMPLES

Example 1. Consider Example 13 in [13] as follows
((min 2y + 3w + F¢[min 2y, + yo
st T < 1
Ta <]
th+ iy =1 —a
h=28—T1— T2
L Ty ra, e = U
where ¢ is a fuzzy variable takeing the values 0, 1, and 2 with possibility -, 1 and-;, respectively.
In [13], the above problem is converted to its deterministic equivalent programming

min  2x + Jws + Qlry, 1)
x

st 1 =1
ra = 1
Iy, g =)
where

i.. T . —
Qe ={ Tf e ETRT)
By calculatiné the above deterministic programming, we obtain that the optimal solution of the
original problem is (:}.:3) = (1.0}, and the optimal value is .
For showing the effectiveness of the algorithm designed in subsection B, we apply it to solve
Example 1.

Consider the following model
i k]
min 2wy + 3w + 3 205 + via)

X, ¥ j=1
st m =1
4 ry < 1 (&)
Yntup=zl—r =123
Yyt =& —a —ag, j=1,2.3
L Ty, e Y, e = 07 =1.2.3

where £, is the realized value of the fuzzy variable ¢ with the possibility je; for j = 1,2, 3, and j; is
computed by the formula
I i [
Py = 2[I:I_:fin]x]rr, - 1't;_m|:.l‘{;.',.J + ?[15]:;}:;.’, = :]H_;Hxl 1) (9)
(jg=py=0) for y =1,2.3.
Next we apply the algorithm to solve the example 1. In the first iteration we assume that
£ =2 L& =0 and £ = 1 in the model (8), compute py = 1 pe = 0 and py = '; according to
the formula (9}, then by solving the model (8) obtain the optimal solution
(7 @2 Y11s Yias Yo1: Yoz, Yars o)
= (0.1812,0, L8188, 0, 110.7978, 94.9196. 08188, 0}.
Since the inequality 2u7, + uis = 2y, + 13 = 2yj3 + Y15 does not hold, (], %) = (0.1812.0) is not
the optimal solution of Example 1.
In the second iteration, letting &£, =0, £&2 = 1 and £; = 2 in the model (8) and computing the weights
pL= g P2 = L and py = § according to the formula (9), then we solve the model (8) and obtain the

optimal solution
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(7, 23 Y11, Yizs Y21 Y2z Yans Uiz
= (0,0,0.1.1,0,2.0).
Since 2yl oyl = L 290 +yhy = 2 and 247, + 4, =4 , by Theorem 1, we know that
(a7, x5} = (0,0)is the optimal solution of Example 1, and the optimal value is
2z + 3x3 + 80200 +i2) + (203 +u3,) + 3(205 + 15 ﬁl\
i
Example 2. Consider the following two-stage programming problem
(min 13 + E[min 28y — yo]
*-x# ar +ars +axg = 10
Ty — 239+ T35 = 15
=yt X+ 250 + Y2 =T
T1+ Tyt + iy =20
L Ty, To, o3, 41,42 = 0
where £, and £ are two independent discrete fuzzy variables taking values 1, 2 and 2, 3 with possibility
0.4 ,1and 1, 0.2, respectively. Bylsolving the following model using the algorithm in subsection 3.2
r’

min  wy 4+ > pi( 280505 — o)
K. W

j=1
st. T+ a9+ a1y = 10
4 S M 2.1.'2 + I3 E 15

—xy + w280ty =7 7 =1,2,3,4
ry + x5+ i + By < 25, j‘ — 12 3.4
L Ty, T, T s ey = 0, 7 =1,2,3.4
where (£11.£01) = (1.3), (§12:822) = (1, 1), (13, §23) = (2, 1) and (£14, £24) = (2, 3) with possibility
iy = 0.2, jia = 0.4, jig = 1 and gy = 0.2, respectively, and p; = 0.1, ps = 0.1, py = 0.7, py = 0.1 by
the formula

1 i 1 . i
P = ﬁilgﬁgxm - Jflj}tx;r;i + 5{115.1_:1}#:;- — Max i)
(pg = sz =0) for j = 1,23, 4, we obtain the optimal solution
(7, 25, 23 Y11 Y215 Yias Yoz, Yias Y2as Y1as Yo )
= (9.0.0,0,16.0,16,0.16, 0, 16).
Since 26nui; — ¥ = 260207y — Ui = 2830y — Yis = 281401, — Y34, We know that (7,5, ) = (9.0,0)
is the optimal solution of Example 2, and {7,. 73,1 1s the second-stage optimal solution for the realized
value {£,;, &) of the fuzzy vector (£, 5,1 and the first-stage optimal solution (7}, x5, x5) for j = 1,2,3,4,
respectively.
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