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Abstract—Since last few years, face Recognition has become “Karhunen-Loeve transform”. Another “appearance-based

one of the most challenging task in the pattern recognition
field. The Face recognition plays very important role in many
applications like video surveillance, retrieval of an idenity from

a database for criminal investigations and forensic appliations.
The face is considered as good biometric for many reasons:
the acquisition process is nonintrusive and does not requér
collaboration of the subject to be recognized. The acquisiin
process of a face from a scene is simpler and cheaper than the
acquisition of other biometrics as the iris and the fingerprint. On
the other hand, many problems arise, because of the varialiy
of many parameters like face expression, pose, scale, lighg,
and other environmental parameters.

Face recognition involved in application like problem of recog-
nition of an identity in a scene. A system that automatically
recognizes a face in a scene, first detects it and normalize\itith
respect to the pose, lighting and scale. Then, the systemés to
associate the face to one or more faces stored in its databased
gives the set of faces that are considered as nearest to thetelgted
face. This requires more computational resources and veryabust
algorithms for detection, normalization and recognition. In this
paper we have implement different face recognition methods
like Principle component analysis, Linear discriminant aralysis
and Fusion of PCA and LDA for face recognition. And better
recognition rate is achieved by implementing different sinilarity
measures between images.

I. INTRODUCTION

approach is the LDA representation or “fisherface” approach
proposed by Kriegmann et al. [10]: the face image is progecte
in the Fisher space, in which the variability among the face-
vectors of the same class is minimized and the variability
among the face-vectors of different classes is maximized.

Il. PRINCIPLE COMPONENTANALYSIS FOR FACE
RECOGNITION

Any particular face can be represented in terms of
“eigenpictures”. Eigenpictures are eigenfunctions of the
averaged covariance of the ensemble of faces. In other words
they showed that in principle, a collection of face images
can be approximately represented by a small set of standard
pictures with a small set of weights for each of the standard
pictures.

A. Method of Principle component analysis

A face image/(z,y), is a two-dimensionalN by N matrix
of intensity values, which are usually quantized to 8- bitiea.
Eachz andy pair denotes a position in the image. For the
purpose of exposition, it is convenient to represent theirmat
of intensity values as a vector, where each row is concatdnat
Now, instead of having a matrix of dimensiaw by N, we

In recent years Many face recognition systems have beeRye 5 vector of dimensioiv2.

proposed. Each c_)f theT is based on a parEicuIar represemtati ng o example, a typical image with size 220 by 220 pixels
of a face. Mainly “appearance-based” approaches anfacomes a point in a 48400-dimensional space. To obtain the
structural approaches” are used for face representation.  gigenfaces for a training set, first determine the mean vecto
Methods of the first kind try to reduce the dimensionality yeyiation-from-mean vectors and the co-variance matrix fo
of the original face space due to huge dimensionality of §ne particular training set. Let the images in the trainieg s
face image and hence it may contain redundant or noisyq represented byTy, Ty, Ty, ..., Th}, where eactl, is a
information. A feature reduction is performed by applying ector of N2-dimension. The valu@/ is the number of images

some standard algorithms of pattern recognition. The Mosf, the training set. With this representation, the mean arect
known approach is the PCA representation or “eigenfacejg.
1 M
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approach, proposed by Turk and Pentland [9]: the face image’
is projected in a space in which the correlation among the
components is zero. This space transformation is called

1)



The set of deviation-from-mean vector§p,Po®s3... D}

contains the individual difference of each training imagenf CAv; = i,uiA'Ui (10)
the mean vector. Kirby and Sirovich refer to these vectors as M
caricatures. They are simply defined as: This implies thatdv; are the eigenvectors of the covariance
matrix. With this treatment, we have effectively reduced th
=1, -V (2)  dimension of the matrix on which we have to work on from

- - - . N%2 by N?to M by M.
As described previously, the Eigenfaces are the set of ipahc Using this method, firstly construct the matiix— A A of M

components of the training set. To obtain the eigenface d \ . ) h
scription of the training set, the training images are stilj eby M d'me”S'O”S and find tha/ eigenvectorsy;, of L. The_
rst M eigenvectors of the covariance matrix can be obtained

to Principal Component Analysis (PCA), which seeks a seg finding A d th di i | I
of vectors (the principal components)which significantly-d °Y finding Av;, and the corresponding eigenvalues allow us
to rank the eigenvectors according to their significance. As

scribes the variations of the data. Mathematically, thagipial _ ; . ; .
components of the training set are the eigenvectors of th .escnfbed in detail previously, these eigenvectors amaedr
igenfaces.

icSO\é?vr;ng(}e/.matnx of the training set [5]. The covariancdrina Each element of the training s€Ty, Ts, T, ..., Tas} is pro-
' jected onto “face space” by the following operation
wrp=(Av) (T —V);1<k<M1<i<M (11)

Therefore, for each face image in the training set, we would
have a set of\/ weights,Q; = {w1,wa,ws,...,wn} , 1 <
1 < M, which describes the contribution of each Eigenface to
the face image.

1 M
=—> 3,0 3
C M; . (3)

It is clear from this matrix that we are interested in finding
the set of vectors, and scalars\; that satisfy the relations

Cuyp = Apug (4)
B. Classifying a Face Image
1 ifl=k With each training ima_ge represented by the set of Weight§,
uluy, = { 0 if I £ k’ (5) standard pattern recognition methods can be used to glassif
' input images into known identity classes. For this case, the
It is clear from 5 that the vectors, are orthonormal. Euclidean distance was used as the measure for classificatio
Another way of representing the covariance matrix is byBefore the value can be calculated, the test imdgehas to
writing be projected onto the face space as well, using equation 11 ,
A= {®), 0y, Bs,..., 0y} (6) yielding the set?,,. The test image is assigned to the class k
A which minimizes.
Since recognition is performed by projection first, any imag
C = iAAT @) similar-sized can be fed into the system. Images of indaisiu
M not previously seen in the training set, as well as non-face
1images, can be projected onto face space, yielding the set of
weight(2,. Hence, a competent face recognition must be able

N? by N2, and determiningV? eigenvectors and eigenvalues differentiate bet face | q face i tand
from a matrix this large (48400 by 48400 for example) isY!'érentate between a face image and non-faceé image,fand |
a face image is received, whether it corresponds one or none

unwieldy. Furthermore, the purpose of employing PCA in the

first place is to obtain a low dimensional representation thaof the individuals in the training set. For this purpose, the

can briefly describe the training set, and usiig eigenvectors distance between the input image and face space, is proposed

for that will defeat the purpose. In fact, if the number ofalat _by Turk and Pentland to countercheck whether an input image

points in the image space for which we wish to find a compadS indeed a face image.

representation is less than the dimension of the image space e2 = | ®p — B2 (12)
(i.e.M << N?), only M —1 eigenvectors will be meaningful.

To circumnavigate the problem, Turk and Pentland propose@ith

A closer look at 7 reveals that matrix C has a dimension o

the following solution. Consider the eigenvectessof A7 A bp=T, -V (13)
such that
M
AT Av; = piv; 8) Or = wi(Au) (14)
=1

The scalarsu; are the corresponding eigenvalues af
Multiplying ﬁA from the left for both sides of the equation
yields

The value of® is simply the reconstructed image of the
projection of the input image onto the face space spanned by
the eigenvectors.

1 T 1 For the system trained with the set in IndianFace Database
A4 Avi = i Avs (9)  [4]. These faces were carefully chosen to have neutral



expression as well as the same lighting conditions. TheywerThe objective of LDA is to perform dimensionality reduction
then manually centered and cropped to be of the same sizehile preserving as much of the class discriminatory infarm
After a PCA was performed on these points, it was foundion as possible by finding direction along which the classes
that the first principal component was sufficient to captureare best separated. In the Fisherface method [1], the fetee da
the major variations among the points, i.e. all points caris first projected to a PCA subspace spanned by M-C largest
be discriminated based on their projections onto the firseigenfaces.

principal component.

From equations 12, 13 and 14, equation of the value of* Tram|.ng Phase . )
distance between input image and face space can be rewriteLDA finds the vectors in the underlying space that best

as, discriminate among classes [1][7]. For all samples of all
classes, the between class scatter matfixand the within
et = |T, — Ti|? (15) class scattetw are defined by
with <
M Sp= i (Vei = 0)" (Vp; — V) (18)
7= wi(Av)+ T (16) i—1
=1
From equation 16, we can see tffais the reconstruction of S, = Z Z ) — W) % (T — Ug) (19)
the projection ofl'» onto the firstdM/’ Eigenfaces. The first/’ im1 TheC;
Eigenface were found to be able to account for more than 90 % . . i .
of the variations in the training set, and the reconstruci#o ¢; is the number of training samples in class’ the number

very good approximation of} if the image has a position ©f distinct class. _ o
in the image space close to the subspace defined by th&ei IS the mean vector of samples belonging to cladsfined
Eigenfaces [15]. This means that as long as an input imagey the equation:
lies near the subspace defined by the Eigenfaces, regardless @
of whether the position of the image in the image sp&ée - E Zpk (20)
(with L = N?) is close to the positions of the face images, %,
T, and will be fairly similar, and will have a small value. This
causes face space distances defined by equation 12 to be closal = % 224:1 I',, is the mean of the set of training images.
for face. We used matrix of dimensioV « M in equation 18 and 19
A better measure for face space distance would be to use calculate the within class scatter of dimensigd « M)
deviation from mean directly. As it was reported in [9] that that deals with covariance between individuals.
“Images of faces, being similar in overall configuration]lwi
not be randomly distributed in the huge image space”, It can The within class scatte$y represents how face images are
be conjectured that face images are situated near the averagjstributed closely within classes and between class escatt
face. Therefore, it can be simply used as a measure of fagaatrix S, how classes are separated from each other [2].
space distance:

e2 = ||Tp — ¥|? (17) The goal of LDA is to maximizeS;, while minimizing Syy;
he images in the training set are divided into the corredjpan
lasses. LDA finds a set of vectois such that the fisher
discriminant criterion is maximized.

Based on the training set in IndianFace Database, a thaesho
can be established to differentiate face images.

I1l. L INEAR DISCRIMINANT ANALYSIS (FISHERFACE w = argmaxr(J(T))
APPROACH ,
Fisher faces method [7] derives from Fishers linear maI(J(T)):MT:w (21)
disriminant analyis (FLD or LDA); it works on the same ITTST)|

principle as the eigenfaces method. _ _ w can be constructed by calculating the eigenvectors of the
For appearance-based face recognition, a 2Dface image |gatrix S5,
w

viewed as a vector with lengttv in the high dimensij\c;nal
image space. The training set contailhs samples{z; };Z, |
belonging to C individual classefs:;}5., . w = cig(Su ) (22)
When face images are projected into the discriminant vec-

LDA tries to find a set of projecting vectors best dis- torsw, face images should be distributed closely within classes
criminating different classes. According to the Fishetesia,  and should be separated between classes as much as possible.
it can be achieved by maximizing the ratio of determinant ofThese eigenvectors are called the fisher faces [2]. Fisteerfa
the between-class scatter matfix and the determinant of the approach is similar to eigenface approach, which makes use
within-class scatter matri®yy . of projection of training images into a subspace.



B. Recognition phase: widely used. Principal Component Analysis [9] [12] is define

Given a test imaggl',), where the mean imag@ is by the transformation:

subtractedl’, — ¥ and the resulip; is projected onto the yi = WTa; (23)
face space and identified using the euclidean distance as a

similarity measureg(¢;) = W¢;W7T The face which has Wherez; € X C R, i = 1,2,...,n (n samples).W is

the minimum distance with the projected face images isad-dimensional transformation matrix whose columns are the
labeled with the identity of that image. The same procedureigenvectors related to the eigenvalues computed acgptdin

is established in PCA method for calculating the minimumthe formula:

distance to find the corresponding face clagbat minimizes Ae; = Se; (24)

the Euclidean distance in fisher space. ) o i i

Face recognition systems using LDA/FLD have also beerd 1S the scatter matrix (i.e., the covariance matrix):

very successful (Belhumeur et al [1]; Swets and Weng [6]); n 1

Zhao et al [13][14]. Zhao et al [13][14] describes the LDA S = Z(zi —m).(x; —m)im = = Za’l (25)
approach for face recognition using the class probabifig: i—1 ne=

face image is projected from the original vector space to . Lo
face subspace via Principal Component Analysis where th}ms transformation is called Karuhnen-Loeve transforin. |

subspace dimension is carefully chosen, the LDA is used¢ines thed-dimensional space in which the co-variance
to obtain a linear classifier in the subspace. In addition, gmong the components is zero. In this way, it is possible to

weighed Euclidean distance metric is employed to improv?mnSi.Oler a small number of “principal” components exhiigti
the performance of the subspace LDA method. he highest variance. In the face space, the eigenvectatsede

to the most expressive features are called “eigenfacess. Th

Two or four training samples per person are available: I_DALlnear Discriminant Analysis is defined by the transforroati

training is carried out via scatter matrix analysis [13]r Bd v =Wz, (26)
class problem, the within and between-class matrigsand _
the S, are computed as follows: The columns ofiV are the eigenvectors (ﬁv‘vls‘b, whereSy,

Sy = Z{\fl Pr(C;)(m; —mo) - (mi —mo)T WherePr(C;) is the within-class scatter matrix, artfj is the between-class

is the prior class probability and usually replaced ﬁy in scatter- mglttrgé.)lt is possible tc_) show that this choice méaxés
practice with the assumption of equal priors. Hétg is the  the ratio 7525, These matrices are computed as follows:
within-class matrix showing the average Scatter of the samp -

vectorz of different classeg’; around their respective means ~, ;

m, ’ Sw =Y > (&l —my).(x] —my)"

A
e & j
ymy = " ;:1 x! (27)

j=1i=1

IV. FUSION OFPCA AND LDA FOR FACE RECOGNITION  Wherez] is the i-th pattern of j-th class and; is the number
of patterns for the j-th class.

In this section we present methodology for fusing two
appearance-based (or statistical) approaches to facgrmieco c n
tion: the PCA representation (“eigenface” approach) ared th Sy = Z(mj —m)(mj —m)T;m = 1 Za’l (28)
LDA representation (“fisherface” approach). This compasied n =
the following steps:

e representation of the face according to the PCA and th?r
LDA approaches;

e The distance vectorg”“4 and d“”4 from all the N
faces in the database are computed;

e For the final decision, these two vectors are combine
according to a given combination rule. We propose al-
gorithm for the fusion phase: the K-Nearest Neighbours

j=1

The eigenvectors of LDA are called “fisherfaces”. LDA
ansformation is strongly dependent on the number of
classes ), the number of samplesn), and the original
space dimensionalityd]. It is possible to show that there
re almostc — 1 nonzero eigenvectorse — 1 being the
pper bound of the discriminant space dimensionality. We
needd + ¢ samples at least to have a nonsingulay .
it is impossible to guarantee this condition in many real
applications. Consequently, an intermediate transfdonds
. applied to reduce the dimensionality of the image space. To
A. Method of fusion of PCA and LDA this end, we used the PCA transform.
Let X be ad-dimensional feature vector. In our casg,
is equal to the number of pixel of each face image. The Many works analysed the differences between these two
high dimensionality of the related “image space” is a well-techniques [10], but no work investigated the possibilify o
known problem for the design of a good verification algorithm fusing them. Here it should be noted that LDA and PCA are
Therefore, methods for reducing the dimensionality of suchot so correlated, as the LDA transformation applied to the
image space are required. To this end, Principal Componemtrincipal components can generate a feature space signi§ica
Analysis (PCA) and Linear Discriminant Analysis (LDA) are different from the PCA one. Therefore, the fusion of LDA and



PCA for face recognition and verification is worth of theo- 7) Cosine

retical and experimental investigation. We propose foilfayv Dcos(u,v) = u-v (36)
approach to fuse PCA and LDA face representations: the K- [Jwll-lloll
Nearest Neighbour approach (KNN). 8) Mahalinobis Cosine
First of all, we normalise the distance vectdf&4 andd*P4 o
in order to reduce the range of these distances in the ilterva Dirancosine(u,v) = —— (37)
[0,1]. The second step is to compute a combined distance m||n]
vectord that must contain both PCA and LDA informations. 9) Hellinger
To this aim, we followed th_is way, we obtained the combined -
distance vector by computing the mean vector: Ditettinger (u,v) = \/Z (\/m _ \/m) (38)
dPCA dLDA dPCA dLDA %
g *art Ay N (29)
2 2 10) Canberra
whereNN is the number of images in the face database. After _ lu; — vy
computing and ordering the combined distance vedtowe Deanverra(u;v) = Z lu; + vi (39)

follow the KNN decision: the most frequent identity among th ) ) )
first K components ofl is selected. The combined distance Among these all distances we have implemented following

vector follows 29, we call our algorithm “M-KNN” or “Mean- three distances for face recognition methods Principlepmm
KNN”, nent analysis(PCA), Linear discriminant Analysis(LDA)dan
Fusion of PCA and LDA.

V. INTRODUCTION TODIFFERENTDISTANCES

Distance measures are used to compute the difference b@: Euclidean distance
tween two vectors. The Face Identification Evaluation Syste  Euclidean distance is usual distance between two vectors
includes many common distance measures that are used wdich can be measured using following
compute the similarity between two images. Some of them
are describe here. In the definitions of the distance mesgure DEuctidean (U, v) = Z(“i — ;)2 (40)
the following subsections, lat andv be vectors representing 3
arbitrary images in PCA or LDA space.
The following are the different distances [11] to measur

similarity between two images B Cos_me S',ml,la”_ty ) L
1) CityBlock Cosine similarity is a measure of similarity between two

vectors of an inner product space that measures the cosine
DcityBilock = Z lu; — v; (30)  of the angle between them. The cosine of O degree is 1, and
p it is less than 1 for any other angle. It is thus a judgment
of orientation and not magnitude: two vectors with the same
orientation have a Cosine similarity of 1, two vectors at 90
degree have a similarity of 0, and two vectors diametrically
Dpuctidean (u,v) = Z(“i — vi)? (31) opposed have a similarity of -1, independent of their magni-
@ tude. Cosine similarity is particularly used in positiveasg,
where the outcome is neatly bounded in [0,1]. These bounds
apply for any number of dimensions, and Cosine similarity is

2) Euclidean

3) Correlation

(u; —u)(v; —v ; i . -
Deorretation (it v) = ZZ(Z )( Z) most commonly used in high-dimensional positive spaces[8]
(u;—1)? (vi—0)? .
(N - 1) N1 N1 DCos(Uav) = m (41)
(32) '

4) Covariance o . .
C. Mahalinobis Cosine distance

Dcovariance (U, v) = M (33) The first step in computing Mahalinobis based distance
PRV measures is to understand the transformation between image

5) Mahalinobis CityBlock space and Mahalinobis space. PCA is used to find both the
basis vectors for this space and the sample variance along

Dasanii(u,v) = Z |m; — ngl (34) each dimension. The output of PCA are eigenvectors that give

rotation into a space with zero sample covariance between
dimensions, and a set of eigenvalues that are the sample
variance along each of those dimension. Mahalinobis space
is defined as a space where the sample variance along each
dimension is one. Therefore, the transformation of a vector

%

6) Mahalinobis Euclidean

Daranra(u,v) = Z i(m; —n;)? (35)



from image space to feature space is performed by dividingstep 1.4 Compute the eigenvectors of the scatter matrix.

each coefficient in the vector by its corresponding standard Retain only theK eigenvectors corresponding to
deviation. This transformation then yields a dimensiosles the K largest eigenvalues
feature space with unit variance in each dimension[8]. step 1.5 The face image vectdf’ is then projected onto
Here we will deal with the similarity between two vectors we the eigenvectors using = W7 X’. The values of
will define two vectors u and v in the unscaled PCA space and Y are the feature vectors or weights of the images.
corresponding vectors: and n in Mahalinobis space. First, Each of the face images can be represented in terms
we define); = o2 where )\; are the PCA eigenvalues? is of these feature vectors. Second part is Recognition
the variance along those dimensions arjdis the variance  step 1.6 For a test face image to be recognized, initially
along those dimensions amnq is the standard deviation. The the normalization is performed by subtracting the
relationship between the vectors are then definechas- =+ average face from the imageX! = X — AvgFace
andn; = 2t. ' step 1.7 Then the face is projected on the basis vector :
' Y =Y WIX'W;, whereY gives the weight of
Mahalinobis Cosine is the cosine of the angle between the the test image
images after they have been projected into the recognitionstep 1.8 Compare the weight obtaingdwith the values
space and have been further normalized by the variance esti- of weights recorded from the training phase. This
mates. So, for images u and v with corresponding projections comparison is performed using different distance
m andn in Mahalinobis space, the Mahalinobis Cosine is: metrics and find distance vectdf’ “4

step 2 Implement Linear discriminant analysis method to-mea
sure distance of test image with fisherfaces. Steps are

SMahCosine (U, v) = c08(Omn) = [ml|n]cos(Omn) _ given in section 2.2. using which find distance vector
Im||n| [m||n| d“P4 is computed.
step 3 To find a combined distance vectibthat must contain
Ditancosine (U, V) = —SrahCosine (U, V) (42) both PCA and LDA informations, we compute the mean
vector
VI. ALGORITHM FORFUSION OFPCAAND LDA WITH dPCA | gLDA dPCA | gLDA
10 tay N Tay
DIFFERENT DISTANCES d= 5 ey 5

In this fusion method on different databases first we emplay, 4 After computing and ordering the combined distance
principle component analysis to find eigenfaces and distanc vectord, we follow the Nearest Neighbor decision: the

of eigenfaces with test image. After that we implement linea most frequent identity among the firt components of
discriminant analysis on the same databases for the same tes dis selected

image and find distance of test images with other fisherfaces. Here we have ﬁn lemented Princiole component analvsis
Once both distances are obtained we will take average distan Linear discriminant F:a\nal sis and fus?ion of SCA and LI%A ’
and then different measures are used as similarity meagures PCA+LDA) usin followix distances

determine the closest match for the test image with the face i( ) 9 9 :
the trained database. The steps involved in implementiag th

algorithm are: First we have used standard Euclidean distance to mea-

sure similarity between test image and images from train

Step 1 Implement Principle component analysis method to find database
distance of eigenfaces W'th test image. . e We have checked result for verification of face using
step 1.1 Represent the faces in the database in terms of the  Cosine similarity between test image and images from
vector X as train database.

e Finally we have use Mahalinobis cosine distance to
check similarity between test image and images from
train database.

X:{X13X27"'7XN} (43)

Where eachX; is a face vector of dimensiofV
obtain from theM x N dimension face image. VII
step 1.2 From each of the face image vectors the average '
face is subtracted. The average face is given by A. Data
1 Here we have used the standard computer vision data set, it
AvgFace = — Z X; (44)  contains frontal images of 395 individuals, and each pehsen
N N 20 frontal images [16]. This data set contains images of lgeop
of various racial origins, mainly of first year undergraduat
X' =X — AvgFace (45)  students, so the majority of individuals are between 18-20
years old but some older individuals are also present. Some
step 1.3 Classify the images based on the number of uniguedividuals are wearing glasses and beards. The total numbe
subjects involved. So the number of class@swill of images is 7900. In our experiments, ten face images are
be the number of subjects who have been imagedselected for training and reference, and five for testing.

RESULTS



Fig. 1. Some examples of faces from database
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PCA LDA PCA+LDA
Euclidean Distance| 46(92%) | 46(92%) 46(92%)
Cos Distance 48(96%) | 46(92%) | 50(100%)

MahCos Distance | 48(96%) | 46(92%) | 50(100%)
TABLE T. ECOGNITION IN PERCENTAGE

Fig. 3.

LDA algorithm with Different Distances

B. Training

To train above algorithms, we used M=100 images of C=1(
classes (different persons). Each class contains 10 front
images. For the ten classes; the images were taken at differe
times, varying the lighting, facial expressions and fadietiils
(glasses/no glasses). Some examples are shown in followir
figure.

The following table shows the percentage accuracy of ou
approaches on face94 data set.
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VIII. CONCLUSION

The fusion of two approaches, namely PCA and LDA, forrig. 4. PCA+LDA algorithm with Different Distances

face representation and recognition have been investigate
Reported results confirm the benefits in fusing them. We
combined PCA and LDA with the KNN-based combination

rule. Reported results are strongly dependent on the data s
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Fig. 2. PCA algorithm with Different Distances

PCA, LDA and PCA+LDA with different Distances
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Fig. 6. Euc, Cos, MahCos Distances for PCA, LDA and PCA+LDA

Along with fusion we tried to apply this fusion techniquencsi
three different similarity measures namely Euclidean,i@os
and Mahalinobis Cosine and we conclude that Mahalinobis
cosine and cosine works well for this fusion technique.

On the basis of the reported results it is worth devoting fur-
ther theoretical and experimental investigations to ustded
the behavior of PCA and LDA in order to combine them.
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